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Abstract

WebCrawler: Finding What People Want

Brian Pinkerton

Chairpersons of the Supervisory Committee:

Professor Edward Lazowska

Professor John Zahorjan

Department of Computer Science & Engineering

WebCrawler, the first comprehensive full-text search engine for the World-Wide Web, has played a

fundamental role in making the Web easier to use for millions of people.  Its invention and subsequent evo-

lution, spanning a three-year period, helped fuel the Web’s growth by creating a new way of navigating

hypertext.

Before search engines like WebCrawler, users found Web documents by following hypertext links

from one document to another.  When the Web was small and its documents shared the same fundamental

purpose, users could find documents with relative ease.  However, the Web quickly grew to millions of

pages making navigation difficult.  WebCrawler assists users in their Web navigation by automating the task

of link traversal, creating a searchable index of the web, and fulfilling searchers’ queries from the index.  To

use WebCrawler, a user issues a query to a pre-computed index, quickly retrieving a list of documents that

match the query.

This dissertation describes WebCrawler’s scientific contributions: a method for choosing a subset

of the Web to index; an approach to creating a search service that is easy to use; a new way to rank search

results that can generate highly effective results for both naive and expert searchers; and an architecture for

the service that has effectively handled a three-order-of-magnitude increase in load.

This dissertation also describes how WebCrawler evolved to accommodate the extraordinary

growth of the Web.  This growth affected WebCrawler not only by increasing the size and scope of its index,

but also by increasing the demand for its service.  Each of WebCrawler’s components had to change to

accommodate this growth: the crawler had to download more documents, the full-text index had to become

more efficient at storing and finding those documents, and the service had to accommodate heavier demand.

Such changes were not only related to scale, however: the evolving nature of the Web meant that functional

changes were necessary, too, such as the ability to handle naive queries from searchers.
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Preface

This dissertation chronicles the evolution of a research project — WebCrawler, the World-Wide

Web’s first comprehensive full-text search engine — from its beginning as a small experiment to its matura-

tion as a commercial product.  In one sense, this dissertation adheres to a conventional format: it describes

an important problem, details a solution and an implementation, and provides an evaluation of the solution.

However, this dissertation is different than most in that the evaluation is based not on the solution's theoreti-

cal or laboratory results, but on its actual implementation in a production setting.  One difficulty with this

approach is that the work was tied to the environment in which it was developed.  Indeed, several theoreti-

cally promising solutions described in the dissertation were not deployed, even though they may have been

feasible in another environment.  However, the value of this approach lies precisely in its close tie with the

implementation environment, where the success or failure of a particular solution is based on the complex

and evolving set of trade-offs that occur in real engineering environments.
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Chapter 1

Introduction

The widespread adoption of the World-Wide Web (the Web) has created challenges both for society

as a whole and for the technology used to build and maintain the Web.  On a societal level, the Web is

expanding faster than we can comprehend its implications or develop rules for its use.  The ubiquitous use of

the Web has raised important social concerns in the areas of privacy, censorship, and access to information.

On a technical level, the novelty of the Web and the pace of its growth have created challenges not only in

the development of new applications that realize the power of the Web, but also in the technology needed to

scale applications to accommodate the resulting large data sets and heavy loads.  The disciplines of distrib-

uted systems, algorithms, and information retrieval have all contributed to and benefited from solutions to

these new problems.

This dissertation describes WebCrawler, the Web’s first comprehensive full-text search engine.

WebCrawler has played a fundamental role in making the Web easier to use for millions of people.  Its

invention and subsequent evolution, from 1994 to 1997, helped fuel the Web’s growth by creating a new

way of navigating hypertext: searching.  Before search engines, a user who wished to locate information on

the Web either had to know the precise address of the documents he sought or had to navigate patiently from

link to link in hopes of finding his destination.  As the Web grew to encompass millions of sites, with many

different purposes, such navigation became impractical and arguably impossible.  I built WebCrawler as a

Web service to assist users in their Web navigation by automating the task of link traversal and creating a
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searchable index of the Web.  Conceptually, WebCrawler is a node in the Web graph that contains links to

many sites on the Web, shortening the path between searchers and their destinations.

In addition to its impact on the Web, WebCrawler also made a number of contributions to computer

science.  Some of these contributions arose from new problems and solutions emanating from WebCrawler’s

novel mission, while others arose when theoretical research on hypertext, information retrieval, and distrib-

uted systems fell short in meeting the demands of the Web. WebCrawler broke new ground as the first com-

prehensive full-text search system for the Web.  In developing WebCrawler, I identified several new

problems that had to be solved, such as the need to carefully choose a subset of documents to put in a collec-

tion and the need to provide users with easy access to the relevant documents in this collection.  WebCrawler

also stretched the limits of traditional operating systems and techniques, requiring new systems that were at

once scalable and fault-tolerant; applying these systems in WebCrawler’s operating environment meant sim-

plifying and focusing many of the assumptions of past practice to create the right mix of scalability and fault

tolerance.

WebCrawler’s contributions overlap three areas of computer science: hypertext, information

retrieval, and distributed systems.  In the following three sections, I introduce the challenges the Web posed

to each of these areas.

1.1  Hypertext and the Web

Today, we think of the Web as a typical hypertext system: a widely distributed collection of docu-

ments, related by links occurring in the body of each document.  In the course of reading a hypertext docu-

ment the reader can choose to follow the embedded links to other related documents.  This modern notion of

hypertext is remarkably similar to concepts foreseen by some of the original hypertext thinkers and to many

of the subsequent hypertext systems [Bush 1945, Nelson 1972, Berners-Lee 1992].

The key distinction between the Web and the hypertext systems that preceded it is that the Web is

decentralized across administrative boundaries.  With the onset of the Web, publishers could easily create

and publish documents that anyone could instantly read.  Furthermore, the structure of the system — and its



 

3

    
early principles — encouraged publishers to include links that crossed administrative boundaries.  Today,

documents are located around the world and are created by millions of authors and consumed by even more

readers.  Figure 1.1 shows this incredible exponential growth: between 1994 — when WebCrawler was

started — and 1998, the Web grew three orders of magnitude.

The large size of the Web, and the resulting diversity, posed unique problems whose solutions were

not apparent in past research.  In particular, finding resources in such a distributed hypertext was hard — and

became progressively more difficult as the system grew.  To solve this problem, WebCrawler  went beyond

hypertext: combining hypertext with search, it reached a new level of sophistication that helped fuel the

Web’s growth.  However, performing this task well meant changing the conventional idea of search origi-

nally defined in information retrieval research.

1.2  Information Retrieval

Like the researchers in hypertext but generally independent of them, researchers in information

retrieval (IR) have also sought to match users with the information they need.  Where hypertext uses brows-

ing to accomplish this task, information retrieval has traditionally used search.

Figure 1.1: Growth of the Internet (number of active hosts) and the Web (number of servers) from 1993 to

2000.  These graphs show the same data, represented on a linear scale on the left and on a logarithmic one on

the right. These data are aggregated from multiple sources [Gray 1996, Netcraft 2000, ISC 2000].
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The basic problem in information retrieval is to find a subset of relevant documents from a collec-

tion in response to a searcher’s query.  Typically, the query is expressed as a string of words and a set of con-

straints on metadata (for example, the query  find articles from 1969 on the Apollo program could be

expressed as date=1969 and type=article and keywords=‘apollo program’).  The results of a query are a

selection of documents from a larger collection.  Collections are typically static bodies of documents.  Most

of the work in IR has focused on systems for storing and viewing documents, methods for processing que-

ries and determining the relevant results, and user interfaces for querying, viewing, and refining results [Sal-

ton 1989].  Because the use of computers and powerful retrieval systems had generally been restricted to a

small subset of the world’s population, past IR work was targeted primarily at expert users such as research

librarians who could take advantage of powerful, complex query systems.

The Web changed many of these assumptions.  It accelerated the trend of individual ownership of

computer systems, increasing the pool of less sophisticated users.  Indeed, today the pool of expert users

makes up only a tiny portion of the total number of users of the Web.  At the same time, search engines like

WebCrawler exposed large searchable databases to large numbers of people.  The result was a need for sim-

ple, easy-to-use search interfaces.  The search engines had to assume that searchers would not possess the

knowledge to express complex queries.  As a result, WebCrawler contains several new interface ideas and

algorithms to make the system more usable to the new average user.

1.3  Distributed Systems

WebCrawler functions as a node in a widely distributed system (the Web) and is, itself, imple-

mented as a distributed system.  As such, WebCrawler draws on a long history of relevant systems research

in the architecture of distributed systems, load balancing, and resource location.

WebCrawler’s focus on distribution satisfies three important requirements: scale, availability, and

cost.  WebCrawler is a large system: it supports hundreds of queries per second against an index that takes

days of processing to create.  On top of that, the system must always be available because downtime creates

ill will with searchers and damages the WebCrawler business.  Finally, WebCrawler must solve these prob-
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lems at a reasonable cost. These requirements all point to a distributed system as the solution: a distributed

system can scale by adding components, services can be replicated or distributed in such a way that the ser-

vice is always available, and the components of the system can be chosen to minimize the cost of the whole.

Distributed systems have long been candidates for solving the problems posed by scale, availabil-

ity, and cost.  However, many of the solutions do not allow for the dynamic growth, ease of administration,

and scale required for systems on the Web.  For instance, a tightly coupled distributed system would be dif-

ficult to locate in multiple geographic locations.  On the other hand, WebCrawler’s unique application

allows several simplifying assumptions to be made: occasional failures are permitted, response time does

not have to be guaranteed, and consistency is not necessary.  WebCrawler had to go beyond the solutions of

traditional distributed systems research and use the simplifying assumptions to focus on a simple distributed

paradigm that has served as a model for current Web systems.

1.4  Contributions

WebCrawler broke ground in several important ways.  In this dissertation, I shall focus on five spe-

cific contributions:

1. WebCrawler was the first full-text search engine to broadly catalog the Web.  Other engines that came

before WebCrawler were useful, but were either more difficult to use or cataloged a smaller subset of

the Web.

2. WebCrawler introduced the concept of carefully choosing a subset of the Web to index, rather than

approaching that choice on a hit-or-miss basis.  Indexing the entire Web is difficult.  All search engines,

including WebCrawler, catalog a subset of the Web’s documents.  Although this approach makes scaling

the system much easier, it does create a new problem: how to select the subset.  WebCrawler accom-

plishes the task of selecting the subset by crawling a larger subset, and using the metadata from that

crawl, along with several heuristics, to select a final subset.

3. WebCrawler allows naive searchers to easily find documents on the Web.  Designing an information

gathering experience that works for them was a new problem and had not been addressed by past
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research.  User interface, query format, and query specificity all make a difference to the searcher’s

experience, and WebCrawler optimizes those for the naive user.

4. WebCrawler creates a more useful relevance ranking by combining traditional full-text methods with

metadata found on the Web.  The results produced by information retrieval are generally ordered on the

basis of the relevance of those results to the searcher’s query.  WebCrawler takes advantage of addi-

tional information, including the structure of the Web, to improve relevance ranking.

5. WebCrawler takes an effective approach to achieving scale, load balancing, and fault tolerance that is

less complex than what is predicted by the literature.  Much of the work in distributed systems was not

useful in building WebCrawler.  WebCrawler’s constraints as a large system — running on commercial

hardware in a non-stop environment — made using past research difficult.  WebCrawler is implemented

using a simple fault-tolerant method that also simplifies growth.

WebCrawler is still in service today as a successful commercial offering of Excite@Home [WebCrawler

2000].  Although its architecture has evolved over the last three years to accommodate new commercial

offerings and the ever-changing Web, WebCrawler’s service remains true to the fundamental principles out-

lined in this dissertation.  This speaks clearly to the appropriateness of the design decisions that were driven

by the research contributions listed above.

1.5  Guide to this Dissertation

In this dissertation, I shall describe the WebCrawler implementation and the contributions outlined

in the previous section.  In Chapter 2, I survey research and practice related to WebCrawler, and provide a

background for many of the topics discussed later.  In Chapter 3, I provide a brief outline of WebCrawler’s

structure.  In Chapters 4 through 6, I detail the implementation and evolution of various components of Web-

Crawler, and I describe how these fit into — or, in some cases, challenged — the research of the time.  In

Chapter 4, I describe the implementation and evolution of the Crawler component.  In Chapter 5, I describe

the implementation of WebCrawler’s information retrieval component.  In Chapter 6, I cover WebCrawler’s
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implementation as a distributed system.  In Chapter 7, I conclude by discussing WebCrawler contributions to

the fields of hypertext, information retrieval, and distributed systems, and I also highlight promising areas

for future research. 
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Chapter 2

Background and Related Work

In a large distributed system like the Web, users find resources by following hypertext links from

one document to another.  When the system is small and its resources share the same fundamental purpose,

users can find resources of interest with relative ease.  However, with the Web now encompassing millions

of sites with many different purposes, navigation is difficult.  WebCrawler, the Web’s first comprehensive

full-text search engine, is a tool that assists users in their Web navigation by automating the task of link tra-

versal, creating a searchable index of the web, and fulfilling searchers’ queries from the index.  Conceptu-

ally, WebCrawler is a node in the Web graph that contains links to many sites on the net, shortening the path

between users and their destinations.

The Web’s realization and WebCrawler’s implementation span work in several areas of traditional

computing, namely hypertext, information retrieval, and distributed systems.  While WebCrawler draws

heavily from this work, its large scale and widespread use has led to interesting new problems that challenge

many of the assumptions made in earlier research.  This chapter outlines the work on which WebCrawler is

based, relates it to more recent works-in-progress, and points out those areas where the realities of the Web

challenge past research.
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2.1  Navigating Hypertext

Today, we think of a hypertext system as a distributed collection of documents related by links

occurring in the text of the document.  In the course of reading a hypertext document, the reader can choose

to follow the embedded links to other related documents.  This modern notion of hypertext, now synony-

mous with the Web, is remarkably similar in concept to what some of the original hypertext thinkers fore-

saw.

In 1945, Vannevar Bush proposed a device, the memex, that would free users from the “artificiality

of systems of indexing” [Bush 1945].  His central thesis was that the tried-and-true catalogs used by libraries

were rigid and did not easily fit with the non-linear nature of human thought and exploration.  The memex

would allow its users easy access to a large collection of online documents, and facilitate the user’s naviga-

tion among those documents by means of trails — links among documents created by the users of the

memex system.

Decades later, Bush’s concept of the memex grew into the modern notion of hypertext, where

authors and readers could enhance the expressive power of texts by adding links among them [Nelson 1981].

Readers browse among documents, following links from one document to another.  In modern hypertext sys-

tems, links can be either typed or untyped and can themselves bear information.  Doug Engelbart was instru-

mental in moving theory into practice [van Dam 1988].  

Early notions of hypertext, beginning with the memex, envisioned link information as being added

on top of existing documents, with the authors of the link data generally being separate from the authors of

the underlying text.  Indeed, in the memex the user himself was responsible for creating his own set of links,

though he could reference sets of links (trails) created by other users [Bush 1945].

With the participatory nature of early hypertext systems, there was little distinction between author

and reader: a reader would construct hypertext trails by creating links as he browsed through documents.  In

more modern hypertext systems, and in the Web in particular, the two roles are generally distinct: readers do

not edit the hypertext as they browse through it, nor do they create persistent trails of their browsing history
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as envisioned by Bush.  Readers of a hypertext navigate among documents, following links and occasionally

consulting hyperlinked indexes of different sets of documents.

Most early hypertext systems were constructed against single collections, often in a single subject

domain [Coombs 1990, Frisse 1988].  Andries van Dam’s Hypertext Editing System, deployed on an

IBM/360, was one of the first functioning hypertext systems put to actual use [van Dam 1969, 1988, DeRose

1999].  Xanadu [Nelson 1988], a hypertext system that was designed but never deployed, was intended to be

distributed in nature, with content and links crossing administrative boundaries.  

With the World-Wide Web [Berners-Lee 1992], Berners-Lee brought the distributed nature of a

hypertext system to a new level with documents that are located around the world created by millions of

authors and consumed by even more readers.  The scale made possible by this system and the resulting

diversity have posed unique issues that were not apparent in past research.  In particular, finding resources in

such a system is difficult, and WebCrawler was designed to solve just this problem.

2.2  Information Retrieval

At its heart, WebCrawler is a full-text retrieval engine: it takes queries expressed as strings of

words and looks them up in a full-text index.  The field of full-text indexing and information retrieval (IR)

has a long history: many of the fundamental underlying algorithms were first described over 25 years ago

[Salton 1975, Salton 1989].  Much of this early work is relevant to Web search engines; however, key differ-

ences not only between the Web and typical collections but also between the Web’s users and typical search-

ers challenge many of the assumptions underlying conventional IR work.

The basic problem in IR is to find relevant documents from a collection of documents in response

to a searcher’s query.  Typically, the query is expressed as a string of words and a set of constraints on meta-

data, and the results are a selection of documents from a large collection.  Most of the work in IR has

focused on systems for storing and viewing documents, methods for processing queries and determining the

relevant results, and user interfaces for querying, viewing, and refining results [Sampath 1985].



 

11

    
Two metrics are generally used to evaluate the performance of these IR systems: precision and

recall [Salton 1989].  Precision is the fraction of documents returned in response to a query that are relevant

to that query, while recall is the fraction of relevant documents returned against the total number of relevant

documents in the entire collection.  These metrics are subjective because what is relevant is completely up to

the particular searcher.  The Web further complicates their use because the set of documents that makes up

the collection is not well defined.  Nevertheless, they provide a meaningful way of comparing different algo-

rithms given a set of queries and a standard collection.

One of the most influential models for retrieving documents, the vector-space model [Salton 1975],

specifies which documents should be retrieved for a given query, and how those documents should be

ranked relative to one another in the results list.  Variants on this basic method such as boolean logic have

been proposed over time [Lancaster 1979, Salton 1983], but the fundamental algorithm remains the same.

Early research in IR concentrated on problems of improving the lives of experienced users of these

systems, mainly professional librarians.  Indeed, in the seventies and eighties, the only ones with access to

such systems were professionals.  These searchers had the time to learn a complex user interface and to

express their queries in an advanced form.

Easy access to the Web for millions of people, however, has changed both the profile of the average

searcher and also the many assumptions underlying conventional IR.  No longer can the typical searcher be

considered experienced; indeed, experience with WebCrawler suggests that even boolean queries are gener-

ally beyond the average searcher’s reach.  Time is also an important constraint: where a professional

searcher might be willing to spend half an hour researching a particular topic, the average Web searcher

might spend five minutes.  Furthermore, the professional searcher is likely to be more patient, while the Web

searcher typically expects an immediate response.  With such a focus on experienced searchers, the utility of

conventional IR work to systems used by naive searchers is low.  Even systems whose purpose was to sim-

plify the life of searchers by presenting a simpler interface were too complicated [Crouch 1989].  Recently,

the Text Retrieval Conference (TREC) has begun to include a track that looks at query process as well as

outcome; these efforts may shed light on difficult user interfaces [TREC 2000].
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Most systems for querying the Web use some of this fundamental IR work in conjunction with new

work focused on the unique characteristics of the Web and its population.  In particular, work that focuses on

the naive and short queries that searchers issue is highly relevant, particularly since conventional IR research

has historically focused on long queries with comparatively expert searchers [Crestani 1998].  For example,

Wilkinson explores techniques for increasing the performance of short queries in the TREC-4 collection

[Wilkinson 1996].  Hearst explores constraints for increasing the precision of 5-to-10-word queries, consid-

ered short by the IR community [Hearst 1996].  To date, these efforts seem to have fallen short for lack of

hard data about real searchers [TREC 2000].

In Chapter 5, I shall describe how much of the work on full-text retrieval is directly relevant to

WebCrawler.  Methods to improve relevance ranking and integrate relevance ranking with boolean retrieval

are especially important.  The work on short queries is useful but does not come close to solving the prob-

lem, since the bulk of WebCrawler’s searchers issue short queries.  Rather than having a system optimized

for long queries with acceptable performance on short queries, WebCrawler is a system optimized for short

queries with adequate performance on long queries.

2.3  Combining Information Retrieval and Hypertext

Hypertext is oriented toward a browse-and-explore usage model.  But this model does not fit the

situation in which the searcher is seeking documents about a particular topic in a large heterogeneous collec-

tion;  the searcher wants to get quickly to an unknown document that is not apparently linked from his cur-

rent location.  To solve this problem, researchers began to focus on the power of navigating hypertext by

using a combination of traditional hypertext navigation and full-text indexing.  As early as 1988, researchers

realized the limitations of stand-alone hypertext systems and appreciated the power of combining hypertext

with traditional information retrieval [Halasz 1988, Frisse 1989].

One of the first systems to combine the power of hypertext and information retrieval, IRIS Interme-

dia [Meyrowitz 1986, Coombs 1990], layered an information retrieval engine on top of a rich underlying

hypertext model.  Searchers could locate documents using a query interface that gave a list of resulting doc-
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would follow.  The power of this system was derived from the fact that “The Full Text application provides

Intermedia users with a simple tool for breaking structural boundaries and locating information quickly”

[Coombs 1990].  Though the authors paid attention to the usability of their systems, these early systems

were complex by today’s standards.  For instance,  Coombs mentions the need for phrase searching as an

alternative to complicated phrase operators, but does not look for further simplifications that would allow

the searcher to ignore syntax if he wished [Coombs 1990].  Moreover, Crouch presents a browsing-based

alternative to simplify the query experience, but this does little to move toward a very simple user interface

[Crouch 1989].

Research in the area of information retrieval has generally dealt with collections that contain struc-

tured metadata and relatively unstructured text.  When indexing such a collection, each document is indexed

on its own merits, separately from the others.  However, in a hypertext collection, one has the opportunity to

infer new information about a document based not on its text or metadata, but on the structure of the links in

and around the document.  For example, Croft used a combination of text analysis and link analysis to

extend the set of results to documents that would generally not be considered when judged only by their tex-

tual content [Croft 1989].  Kleinberg and Page explore models that abandon traditional relevance ranking in

favor of sorting documents by other criteria that indicate their quality [Kleinberg 1998, Brin 1998].  Using

link information to infer relevance is related to the practice of citation indexing commonly used in the scien-

tific community [Kleinberg 1998, Small 1973].  Lastly, Dean and Henzinger explore an interesting method

for using Web structure information to find documents related to a specific document.  This approach should

be compared to textual methods for implementing the more-like-this feature found on many full-text sys-

tems [Dean 1999].

Other systems focus on the unique characteristics of Web content and the difficulties in indexing it.

For instance, Broder explores a clever means for finding and eliminating near-duplicate documents [Broder

1997].
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As I shall describe in Chapter 3, WebCrawler combines information retrieval and hypertext.  One of

WebCrawler’s primary goals is to provide a simple interface to searching the Web.  Most of the traditional

information retrieval interfaces, and even the hypertext ones, are too complex for the average WebCrawler

searcher.  The trend toward using hypertext structure to aid the retrieval process is a valuable one.  Web-

Crawler uses some variants of structure analysis to improve results and to weed out documents not worth

indexing.

2.4  Internet Resource Discovery

Much of the work described in previous sections on searching hypertext has at its core a simplify-

ing assumption: that the collections to be searched are stored in a single system and are homogeneous in

structure.  For a system to be meaningfully used by many publishers, however, the collection must be dis-

tributed, complicating the task of providing a centralized search interface.  The Web is the ultimate example

of a widely distributed publishing system.

Several early search services provide insight into different methods for structuring a distributed

search.  These systems can be divided into two models based on the way they perform queries across admin-

istrative boundaries: In the distributed model, a searcher issues a query at a central location, which in turn

sends the query to some number of remote locations for processing; the remote locations then forward their

results back to the central location, which merges the results and presents them to the searcher.  In the cen-

tralized model, one system maintains a complete index at a central location in the network, retrieving the

raw material necessary to build that index from remote locations; the searcher’s query is then executed

against the single central index.

The distributed model has several advantages.  First, because it distributes the collection among

many databases, the complexity of searching each database is minimized.  To the extent that any worse-than-

linear algorithms are used at the core of each search, searching many smaller collections in parallel can

result in a dramatic improvement in processing time. Second, each database need not use the same method

for searching: it only needs to implement a common interface to the central mechanism.  Lastly, building the
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remote index is accomplished much more easily: each administrative entity maintains its own index, against

its own local content.  The index can be as complete and current as each location wishes.

However, the distributed model breaks down under extreme scale, when the number of remote

databases is very large.  Also, getting agreement on a common retrieval protocol among a large number of

administratively diverse locations can be difficult.  Furthermore, guaranteeing good response time for

searchers is impossible when all components of the system are not under the control of a central entity.

In contrast, the centralized model offers none of the advantages in building and maintaining an

index that a distributed model offers.  However, the centralized model does offer latency advantages for

individual queries: a query executed inside a single administrative domain can be run far more quickly than

one distributed to potentially thousands of sites.  Furthermore, the system for indexing and searching can

evolve much more quickly when under the control of that one entity.

Notable examples of the distributed model are WAIS, Netfind, and Harvest. WAIS [Kahle 1991],

used a vector-space retrieval model over a distributed collection of indexes.  To execute a query, a central

query agent communicated with each remote server using an extension of the Z39.50 protocol.  Individual

servers saw each query and responded with relevant documents from a local collection.  While a useful sys-

tem, WAIS suffered for lack of content because there was no widespread mechanism in place at the time for

viewing content from a remote system.  Essentially, a WAIS client had to implement a system for viewing

content as well as searching for it.

To combat the content problem, Schwartz created Netfind [Schwartz 1994], a system that applied a

distributed search strategy to the problem of finding information about people on the Web.  Netfind searched

for people using a variety of existing mechanisms, so the content was readily available.  Like WAIS, Netfind

had no central index and, therefore, few consistency problems between the underlying data and the index.

Netfind performed a targeted search, in the sense that not every remote database was queried for every

search.  Instead, Netfind chose to limit each search to the servers closest to where the person could be found.

Extending the idea of query routing, Harvest [Bowman 1995] used the idea of a digest to send queries only

to those servers most likely to have answers to a particular query.  Each server in the system created a digest,
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an excerpt of the content available at that site, and then sent the digest to a central location.  In processing a

searcher’s query, the central location would then use an index of the digests from all the sites to route queries

to the sites with the most potential for producing meaningful results.  While this approach was promising,

the task of having each site create a digest turned out to be administratively difficult for most sites.  Had the

functionality to build digests been part of the popular HTTP servers, then perhaps this practice would have

been more widespread.

Aside from WAIS, Netfind, and Harvest, most systems maintained a central index, with queries hit-

ting only that index.  The trade-off is simple: either one moves the queries to remote locations, or one brings

the content to the central site for indexing.  Creating a central index generally takes more resources at the

indexing site, but can supply answers to searchers more quickly.  Examples of the centralized approach

include Archie and Veronica, and all Web search engines.  I will first describe Archie and Veronica; and then

in the next section Web Search engines.

Archie [Emtage 1991] provided a very useful resource: it indexed a collection of documents (FTP

files) that were already being heavily used. Archie required a site to be manually included in the central

index, but after that initial step, updates to the collection were automatic.  In a manner similar to Archie, a

system called Veronica provided for searches of the Gopher system [Machovec 1993].  Participating Gopher

sites had their content downloaded and indexed at a central location.  Searches were then run against the

central index and Gopher links were provided to the resulting content.

These approaches provide a basis for some of the decisions made in WebCrawler.  For instance, the

difficulty of having administratively diverse sites do extra work to belong to an index, as in Harvest, was too

much: WebCrawler needed a crawling-based architecture, described in Chapter 4, to ensure sufficient

breadth.

2.5  Web Search Engines

With the emergence of the Web, most of the early Internet resource discovery systems faded in

importance.  The Web had several advantages over these early systems: it provided uniform addressing
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across administrative and protocol boundaries; it made publishing documents easy; and, most importantly, it

made browsing documents and following links even easier [Berners-Lee 1992].

However, the Web, essentially a large hypertext system, was missing a feature: a universal way to

find information.  Early on, two resources provided most of the way-finding for users on the Web: the

WWW Virtual Library and the NCSA “What’s New” Page.  Both of these catalogs were essentially large

collections of links, though the Virtual Library was organized into a hierarchy.  Since they were constructed

by humans their quality was uniformly good, but they tended to be out of date and not very comprehensive

[Virtual 2000].

In late 1993, three searchable indexes became available: Jumpstation [Fletcher 1993], the WWW

Worm [McBryan 1994], and the RBSE index [Eichmann 1994].  Each provided a searchable interface to an

automatically constructed index of Web pages.  All three employed a crawler to automatically follow hyper-

text links in Web pages and retrieve the contents of pages for indexing at a central location.  However, Jump-

station and the WWW Worm indexed only the titles of pages, while RBSE limited its search to a small

fraction of the total Web.

Noting the difficulties with automatically retrieving Web documents, Koster took a different

approach with ALIWEB [Koster 1994].  Instead of having a crawling robot retrieve each individual docu-

ment from a site, the site would itself provide a special file at a known location that could be retrieved via

HTTP and indexed by a central service.  In this sense, ALIWEB was much like Harvest, though its details

made it easier to implement.  In the end, ALIWEB was not widely adopted because it depended on site

administrators to collect and publish the information to the special file.  

Each of these systems immediately preceded the introduction of WebCrawler.  Following Web-

Crawler’s introduction, several other successful searching sites were introduced: Lycos [Mauldin 1997],

InfoSeek [InfoSeek 2000], Yahoo [Yahoo 2000], AltaVista [AltaVista 2000], and Excite [Excite 2000] being

notable examples.  Each of these sites employed catalogs that differed in scope, implementation, and presen-

tation.  All were automatically constructed full-text indexes, except Yahoo, which used a human-edited cata-

log similar to the WWW Virtual Catalog.
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2.6  Meta-Searching

With the advent of multiple Internet search engines came the inevitable introduction of the meta-

search engine.  These systems, typified by SavvySearch [Dreilinger 1997] and MetaCrawler [Selberg 1997],

query multiple remote search engines to satisfy a single searcher’s request.  While these meta engines are at

first glance similar to WAIS, they are unique in the sense that they are using servers that have overlapping

content.

From a searcher’s perspective, meta-search is currently desirable because each search engine,

although overlapping in content with others, has some unique documents in its index.  Also, each search

engine updates documents with different frequencies; thus, some will have a more up-to-date picture of the

Web.  Meta search engines also synthesize the relevance ranking schemes of these search engines and, as a

result, can theoretically produce better results.  The drawback to using meta-search engines is the same as

mentioned above for the widely distributed retrieval models: searchers encounter a slowdown in perfor-

mance, though MetaCrawler made heavy use of caching to eliminate the performance problems.

Another issue with meta-search engines for pure Web searching is that they rely on the fact that the

search engines contain subsets of the Web.  Currently, search engines are doing a much better job of index-

ing larger parts of the Web [AltaVista 2000, Fast 2000, Google 2000]; consequently, the advantage of meta-

search engines will be reduced to a problem of relevance ranking.  And if a specific retrieval strategy or set

of relevance rankings can be shown to work well in a meta-search engine, there is nothing but time and

effort that prevents its implementation in a single search engine.

2.7  Distributed Systems

WebCrawler functions as a node in a widely distributed system (the Web) and is, itself, a distributed

system.  As such, WebCrawler draws on a long history of relevant systems research in the architecture of

distributed systems, load balancing, and resource location.
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This focus on distribution occurs for three important reasons: scale, availability, and cost.  Web-

Crawler is a large system: it supports hundreds of queries per second against an index that takes days of pro-

cessing to create.  Once created, the index is read-only, and can easily be distributed.  Furthermore, the

system must always be available: downtime creates ill will with searchers and damages the WebCrawler

business.  Finally, because WebCrawler is at the core of a business, minimizing cost is essential.

These constraints all point to a distributed system as the solution: a distributed system can scale by

adding components, services can be replicated or distributed in such a way that the service is always avail-

able, and the components of the system can be chosen to minimize the cost of the whole.

Three aspects of distributed systems research are directly relevant to WebCrawler.  First, the overall

architecture of these systems has important implications for their ability to scale and provide fault tolerance

at a reasonable cost.  Second, distributing work across such a system means that balancing the work among

individual nodes is important.  Finally, getting users to find these nodes in the first place is a difficult prob-

lem, particularly when the nodes are widely distributed.

2.7.1  Architecture of Distributed Systems

The research community has seen many different models for handling distributed computation.

Generally, research has focused on providing platforms that were available, reliable, and consistent.  How-

ever, by targeting all three qualities in a single system, one misses the chance to relax constraints where

appropriate and ends up with a system that is more expensive to operate than it would otherwise be.

Early research-oriented models involved distributing the operating system at a low level among the

different nodes and providing transparent distribution of  processes (as in Locus [Popek 1981] and the V

Distributed System [Cheriton 1983]) or of objects (as in Eden [Lazowska 1981]).  In the more recent sys-

tems such as Amoeba and Emerald, the primitives were faster and reasonable throughput could be obtained

[Tanenbaum 1991, Jul 1988].  Overall, these systems were designed to support existing applications in a dis-

tributed fashion.  As such, their primitives were designed to support a variety of distributed models, though

their tendency toward transparency made optimization difficult.  More recently, the authors of the Coign
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system assert that their system can make the kinds of optimizations usually made by programmers [Hunt

1999].

In contrast, distributed shared-memory (DSM) systems treat networks of machines as an opportu-

nity for sharing memory transparently [Dasgupta 1990, Feeley 1995].  In theory, this page-sharing method-

ology could be useful to a system like WebCrawler; in practice, however, it turns out to be better to take

advantage of some application-level knowledge to more precisely distribute work.

The authors of the Grapevine system exploited opportunities in their application to relax some of

the assumptions that made implementing some of the general systems difficult [Birrell 1982].  In particular,

complete consistency among distributed replicas of the registration database was not always required, allow-

ing the system to provide a substantial savings during update and lookup operations [Schroeder 1984].

The Networks of Workstations (NOW) effort uses a network of ordinary workstations connected by

a fast network to perform tasks.  Their focus on low-latency networking and operating system support for

efficient distribution of work would be useful to systems like WebCrawler should it ever be available in

commercial operating systems [Anderson 1995].  NOW is emblematic of a shift toward providing primitives

to implement policies, rather than providing complete solutions in which controlling policy can be difficult.

Inktomi uses a different model of scaling to meet both demand and index size.  Where WebCrawler

uses multiple servers, each with a complete copy of the index, Inktomi uses many servers each with a frag-

ment of the index.  Searches are run in parallel on all servers at once (similar to the WAIS model) and are

merged, ranked, and presented to the searcher [Brewer 1998].

Recently, Ninja is very promising.  It seeks to provide a platform for building scalable Web services

by using many easy-to-configure servers.  One of the key aspects of interest in Ninja — and one directly

related to scale — is that Ninja’s goal is to minimize the administrative overhead associated with running a

large cluster of systems [Gribble 1999].

This distributed architecture work is relevant to WebCrawler because of the large scale of the Web-

Crawler service.  Its size and implementation, along with the cost of hardware, dictate that WebCrawler run

as a distributed system.  However, most of the systems that provide complete transparency are difficult to
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work with in a low-latency, high-availability environment.  For instance, using process migration to move

the state of a task from one part of the system to another would be both slower and less fault-tolerant than

the implementation WebCrawler needs.  As we shall see in Chapter 6, some of the more recent work could

be used in WebCrawler if it were adopted in commercial operating systems.

2.7.2  Load balancing

Load balancing is necessary in systems that have a number of resources available to handle tasks

and a variety of tasks to distribute among those resources.  Load balancing is applied in parallel systems at

the processor level; in distributed systems, at the node level.  Eager studied and tested different algorithms

for distributing work, and came up with accurate models for assigning work [Eager 1986].  In an empirical

setting, Weiping has studied load balancing in Amoeba [Weiping 1995] and concluded that centralized deci-

sion-making outperforms distributed algorithms.

However, not all load-balancing occurs in tightly controlled situations.  For instance, on the Inter-

net where clients make requests of remote systems, the Domain Name System (DNS) has been used success-

fully to balance requests among several servers by having name servers reply with a list of addresses for a

particular name [Mockapetris 1987].  This list can be used by the client to choose among a set of servers for

a particular request.  Unlike most of the centralized work, this approach relies on the clients to choose their

own algorithms for selecting and contacting servers.  However, because most clients implement simple

deterministic schemes, the name servers themselves have a reasonable degree of control over the outcome.

For instance, the name server can repeat addresses in the list to give one server twice as much traffic as

another, or it can drop servers from the list when they become too overloaded.

Recently, attention has focused on detailed methods for tracking the load of the constituent systems

and on using the tracking data in the name server to deliver a suitably tailored response to the client [Cisco

2000b, Colajanni 1997, Schemers 1995].  These efforts, though useful, help more with response time than

with availability because of the persistence of DNS results.
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A different class of systems work at the network level by interposing themselves as TCP multiplex-

ors between the client and servers [Cisco 2000a, Alteon 2000].  Such systems provide better load-balancing

control than does DNS because they can immediately detect and handle failures rather than having to wait

for the list of addresses to time out in a client’s cache.  Furthermore, these systems can implement a variety

of different algorithms for balancing among the servers, including ones that take into account the server’s

response time to requests.  While these systems work well in local environments where they can easily serve

as a single point of contact, they do not work well across geographic locations.

WebCrawler, because of its distributed nature, is a heavy user of load balancing.  Traditional tech-

niques that involve scheduling tasks — and not requests — are generally too coarse-grained.  WebCrawler

employs both wide-area strategies based on DNS and local strategies based on TCP switching.  However, as

I shall describe in Chapter 6, the naive implementations of both of these led us to some necessary enhance-

ments to cope with scale and failure situations.

2.7.3  Resource Location

In a distributed system, components of the system need to find each other; in the case of a client-

server system, the clients need to find the servers.  In a load-balancing system, the servers with the least load

are the most desirable.  However, when the clients are far from the servers and the servers are themselves

distributed, the cost of communicating between clients and servers becomes a significant factor in response

time.  In this case, choosing a server that is close can help to minimize the overall delay.

Several aspects of the DNS work described in the previous section bear on the location of clients

and servers and on the communication paths among them rather than on the load of the server.  Particularly

in cases with low-latency requests, the time to transmit and receive the request can dominate the overall

transaction time.  A few systems have DNS-based solutions that model the communication cost between the

client and server, and return server addresses accordingly [Cisco 2000a, Colajanni 1998].

These DNS-based systems can also be used to solve the availability problem: the name servers can

give out only addresses of servers that are known to be responsive.  Because of the relatively long lifetime of
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the DNS information, however, this method only works well when outages are planned and the name servers

can be primed with the information in advance.

Recently, several companies have begun hosting Web content from widely distributed locations

(e.g.  Akamai, Digital Island, I-Beam, Adero).  Although each company’s system is different, they all

attempt to move content closer to the user in the network, thereby avoiding network bottlenecks in serving

the content.  Some systems, notably those of Akamai and Digital Island, rewrite content from the source sys-

tem, substituting links to the original system with links to content at distributed nodes [Akamai 2000].  With

this approach, the client simply resolves the name for the (hopefully closer) distributed node, and retrieves

embedded content from there.

One important issue with these widely distributed systems is that they are less likely to be useful

over time, given the trend toward more and more customized content on the Web.  Search results, for

instance, are dynamically created in response to a searcher’s query, and must be served from a location with

enough specialized hardware to run the search.

The recent DNS work is highly relevant to WebCrawler, though its prediction of the communica-

tion cost between a client and server is still very rudimentary.  In fact, as described in Chapter 6, Web-

Crawler employs some of the wide-area strategies indicated above, and a few other specific optimizations to

improve behavior for certain clients. 
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Chapter 3

An Overview of WebCrawler

In this brief overview of WebCrawler, I shall first describe my motivation for developing Web-

Crawler.  I shall then describe how WebCrawler is used on the Web.  Finally, I will give an overview of Web-

Crawler’s implementation.  Chapters 4 to 6 will provide details on each of WebCrawler’s main components,

as well as the factors that led to the important design decisions.

3.1  WebCrawler

WebCrawler is a Web service that assists users in their Web navigation by automating the task of

link traversal, creating a searchable index of the web, and fulfilling searchers’ queries from the index.  Con-

ceptually, WebCrawler is a node in the Web graph that contains links to many sites on the net, shortening the

path between users and their destinations. Such a simplification of the Web experience is important for sev-

eral reasons: First, WebCrawler saves users time when they search instead of trying to guess at a path of

links from page to page.  Often, a user will see no obvious connection between the page he is viewing and

the page he seeks.  For example, he may be viewing a page on one topic and desire a page on a completely

different topic, one that is not linked from his current location.  In such cases, by jumping to WebCrawler —

either using its address or a button on the browser — the searcher can easily locate his destination page.

Such time savings is especially important given the increase in the size and scope of the Web: between 1994

and 2000, the Web grew in size by four orders of magnitude [MIDS 2000].
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Second, WebCrawler’s simplification of the Web experience makes the Web a more friendly and

useful tool.  Navigating the Web by using keyword searches is often more intuitive than trying to use a Uni-

form Resource Locator (URL) to identify a Web page directly.  If users have a good experience, they are

more likely to continue to use the Web, and such repeat usage will continue to fuel the growth of the

medium.  Arguably, search engines like WebCrawler have contributed to the continued simplicity and

growth of the Web.

Finally, WebCrawler is useful because it can provide some context for a searcher’s particular query:

by issuing a well-formed query, a searcher can find the breadth of information about that particular topic and

can use that information to further refine his goal.  Searchers frequently issue a broad query which they

refine as they learn more about their intended subject.

3.2  The Searcher’s Experience

WebCrawler was designed to provide a simple and lightweight experience.  While it has evolved in

many ways since first deployed in 1994, the straightforward and intuitive user interface has always been

WebCrawler’s hallmark.  The 1995 WebCrawler home page, depicted in Figure 3.1, contains a prominent

search field into which searchers enter their queries.  The queries can be a single word, a series of words, a

Figure 3.1: The WebCrawler search page (left) and results page (right) circa 1995.  These pages were

generated from a working replica of the WebCrawler service that was archived in September, 1995.
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phrase, or a boolean expression.  After typing the query, the searcher presses the search button or hits return,

and WebCrawler executes the query.

After executing the query, WebCrawler responds by replacing the search page with a results page,

shown in Figure 3.1, containing links to relevant Web pages.  The results are ranked according to their rele-

vance to the query, and each result is identified by title and optionally, a summary of the document.  Pre-

sented with the results page, the searcher can simply click the title of the page in which he is interested.

Searchers commonly use the Back button of their browser to return to a results page so they may explore

several of the results.

3.3  WebCrawler’s Implementation

WebCrawler’s implementation is, from the perspective of a Web user, entirely on the Web; no cli-

ent-side elements outside the browser are necessary.  The service is composed of two fundamental parts:

crawling, the process of finding documents and constructing the index; and serving, the process of receiving

queries from searchers and using the index to determine the relevant results.  This process is illustrated sche-

matically in Figure 3.2.

Though WebCrawler’s implementation has evolved over time, these basic components have

remained the same.  Only their scope, detail, and relative timing have changed.  Here I shall briefly describe

an early implementation of WebCrawler, leaving the evolution for Chapters 4 to 6.

Figure 3.2: WebCrawler’s overall architecture.  The Crawler retrieves and processes documents from the

Web, creating an index that the server uses to answer queries.

...
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Searcher Server CrawlerIndex WWW
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3.4  Crawling

Crawling is the means by which WebCrawler collects pages from the Web.  The end result of crawl-

ing is a collection of Web pages at a central location.  Given the continuous expansion of the Web, this

crawled collection is guaranteed to be a subset of the Web and, indeed, it may be far smaller than the total

size of the Web.  By design, WebCrawler aims for a small, manageable collection that is representative of the

entire Web.

Crawling proceeds in much the same fashion as a person would if he were trying to build a collec-

tion of Web pages manually: WebCrawler starts with a single URL, downloads that page, retrieves the links

from that page to others, and repeats the process with each of those pages.  Before long, WebCrawler discov-

ers links to most of the pages on the Web, although it takes some time to actually visit each of those pages.

In algorithmic terms, WebCrawler is performing a traversal of the Web graph using a modified breadth-first

approach.

As pages are retrieved from the Web, WebCrawler extracts the links for further crawling and feeds

the contents of the page to the indexer.  The indexer takes the full-text of the page and incorporates it into the

full-text index.  Indexing is a fairly straightforward process, and can easily keep up with the crawling when

given the appropriate resources.  At first, indexing ran in step with crawling: each document was added to

the index as it was retrieved from the Web.  Later, indexing became a batch process that ran nightly.

Inherent in the crawling process is the strategy for constructing the collection: which documents are

worth indexing? which are not?  At first, the entire Web would seem to be worth indexing.  However, serv-

ing queries against such a large index is expensive and does not necessarily result in the best results all the

time.  In Chapter 4, I shall describe WebCrawler’s collection strategy and its rationale.

Because of the large size of the Web, approximately one billion pages at the end of 1999, imple-

menting the crawler efficiently is difficult.  Furthermore, the Web’s authors make the task of crawling even

more difficult by constantly adding, deleting, modifying, and moving documents.  In isolation, each one of
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these effects is small, but taken together they present a considerable problem.  In Chapter 4, I shall describe

the process of crawling, the requirements of the crawler, my solution, and some important lessons.

3.5  Serving

The process of handling queries from searchers and returning results in a timely way involves two

main components: a high volume Hypertext Transfer Protocol (HTTP) service, and an index query process

to perform the actual work of fulfilling the searcher’s request.

Requests are received from the searcher’s browser via HTTP.  The searcher’s HTTP connection is

handled by a front-end Web server whose only job is formatting search results for presentation and returning

those results in HTML format to the searcher’s browser.  To handle the actual query, the front-end server

sends the search request to a special query server located on its local network.  The query server runs the

query against the full-text index, and returns results to the front-end for formatting.  This two-tier architec-

ture has proven effective at handling traffic as it increased three orders of magnitude.  The service architec-

ture and its predecessors are discussed in more detail in Chapter 6.

The index stored on the query server consists of two parts: a full-text index, and a metadata reposi-

tory for storing page titles, URLs, and summaries.  WebCrawler performs a search by first processing the

query, looking up the component words in the full-text index, developing a list of results, ranking those

results, and then joining the result list with the appropriate data from the metadata repository.

As I will describe in Chapter 5, WebCrawler uses an inverted full-text index with a combination of

a vector-space and boolean ranking.  Because Web searchers are generally naive, WebCrawler employs sev-

eral enhancements to improve their queries in particular.  These enhancements form WebCrawler’s main

contribution to IR, and are also described in Chapter 5.

3.6  Summary

Conceptually, WebCrawler is simple: it builds an index of the Web, takes queries from searchers

via the Web, and returns relevant documents as results.  However, as the following three chapters will illus-
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trate, WebCrawler’s task is not at all simple: crawling is difficult given the size, dynamic nature, and con-

straints of the Web; handling a large number queries against a big index is hard; and getting the right results

for the searcher is also difficult. 
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Chapter 4

 The Crawler

In this Chapter, I describe the crawler component of WebCrawler and its evolution from a simple

page-gathering tool to a large database-based system.

The Crawler is the means by which WebCrawler collects pages from the Web.  It operates by itera-

tively downloading a web page, processing it, and following the links in that page to other Web pages, per-

haps on other servers.  The end result of crawling is a collection of Web pages, HTML or plain text at a

central location.  The collection policy implemented in the crawler determines what pages are collected, and

which of those pages are indexed.  Although at first glance the process of crawling appears simple, many

complications occur in practice.

These complications, as well as the changing Web environment, have caused WebCrawler’s

crawler to evolve.  At first, crawling a subset of the documents on the Web using a modified breadth-first tra-

versal was enough.  More recently the scale, complexity, and dynamic nature of the Web have changed many

of the requirements and made the crawling process more difficult.

Crawling is a step unique to Web indexing, because its document collection is distributed among

many different servers.  In a more traditional IR system, the documents to be indexed are available locally in

a database or file system.  However, since Web pages are distributed on millions of servers, we must first

bring them to a central location before they can be indexed together in a single collection.  Moreover, the
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Web’s authors frequently add, delete, modify, and move their documents, making the crawler’s task even

more challenging.

In this chapter, I shall describe the two fundamental crawlers in WebCrawler’s history.  For each, I

shall describe the overall design, its implementation, its collection policy, and the problems I encountered.

4.1  The First Crawler

At first, WebCrawler’s crawler was quite simple, primarily because of the scale and content of the

Web.  In late 1993 and early 1994, the Web was small, limited primarily to research and educational institu-

tions.  Indeed, WebCrawler’s first index contained pages from only 6000 sites.

4.1.1  Details of the First Crawler

The first crawler, shown schematically in Figure 4.1, had four central pieces: a database in which to

store state, a set of agents to retrieve pages from the Web, a dispatcher to coordinate the agents and database,

and an indexer to update the full-text index with newly retrieved documents.  The indexing component of

the crawler will be described in Chapter 5.

The database was the locus for all of the crawling decisions.  Fundamentally, it contained a list of

URLs to be crawled, and a list of those that had been crawled.  It also stored metadata on those URLs:

namely, the title, size, last modification time, and last visit time.   The central process dispatcher, reading

from the database, would select pages to be crawled and forward those URLs to a set of agents.

Figure 4.1: Architecture of the first crawler.
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As WebCrawler visited pages, the links from the page were extracted and, if necessary, put in the

database and the database was updated with the time the page had been visited.  In algorithmic terms, the

database served as a place to mark which nodes (URLs) had been visited and which had not, so that the

nodes would not be re-visited during a traversal of the Web.

The database’s schema was very simple: a server table enumerated the different web servers found,

while the document table itemized each page.  URLs were not stored in their entirety: the protocol (e.g.  http,

ftp, gopher, etc.) and hostname (or IP address) were stripped off and stored in the server table, leaving only

the pathname of the URL to be stored in the document table.  Each document, then, contained a pointer to

the server on which it could be found.  Finally, the database contained a link table that stored link relation-

ships between documents.  A link from document A to document B, for instance, resulted in an {A,B} pair

being placed in the link table.  While not strictly necessary for the process of crawling and indexing, the link

table made a number of other analyses and features possible, such as the WebCrawler Top25: a list of the 25

most heavily linked sites on the Web.

In addition to saving space, this database structure allowed WebCrawler to operate its crawling pro-

cess at the server level as well as the URL level.  In the next section, I shall describe WebCrawler’s crawling

policy, and how WebCrawler used its database structure to achieve that policy.

WebCrawler’s agents were very simple: their task was to retrieve a Web page, parse its HTML, and

forward that text to the dispatcher process.  The agents were implemented by using a thin wrapper on top of

the CERN WWW library [W3C 2000] to retrieve the pages with HTTP and to parse the HTML on these

pages into plain text.  With agents running in separate processes, incorrect behavior by an agent would not

cause the entire system to crash, and would ultimately allow the agents to be distributed to other machines.

As an agent completed its retrieval, it would send the full text and link data to the dispatcher, which

would index the document synchronously, merging the newly indexed data into the central full-text index.

The indexing process was very straightforward: given the title and full-text of the page from the agent, the

indexer merely broke the text down into its component words and updated the posting lists for each of those

words.  I shall discuss the structure of the full-text index in more detail in Chapter 5.
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4.1.2  Collection Policy

In a tightly coupled system such as that of the first crawler, the crawler is in charge of the collection

policy: determining which URLs are collected and submitted for indexing, and which are not.  From the

very start, WebCrawler’s explicit goal was to collect a subset of all the documents on the Web.  There were

several reasons for this policy.  First, as more documents are added to a collection, the number of false posi-

tives increases and searchers will have a harder time distinguishing the relevant documents from the irrele-

vant ones.  Second, WebCrawler was resource-constrained in its early implementation: the crawling,

indexing, and serving components all ran on one or two machines.  Creating a larger index simply was not

feasible.  As the Web has grown to over one billion pages, this constraint is even more true, despite the large

number of resources that can be devoted to the task today.  Last, by indexing in a hypertext domain, Web-

Crawler is taking advantage of the fact that it can bring a searcher close to his destination, and the searcher

can then use the hypertext to navigate to his ultimate destination.  Such navigation often increases the effec-

tiveness of the search because the hypertext navigation can provide context for the information at the ulti-

mate location.

Given that WebCrawler will not index the entire Web, the question is which documents should it

index.  With the goal of enabling searchers to get close to many different destinations in mind, WebCrawler

used a modified breadth-first algorithm to target pages on as many different servers as possible.  Since all

non-trivial pages that it retrieved were included in the index, WebCrawler decided at crawl time which pages

to crawl and, therefore, include.

WebCrawler’s algorithm was in fact a simple breadth-first traversal.  However, the breadth-first

selection was done at the level of the server table, not the document table.  As such, the actual node-to-node

traversal did not represent a breadth-first one, but something harder to define.  I chose the server-level tra-

versal for several reasons. First, documents on a particular server are likely to be related with structured,

easy-to-follow links among them.  Therefore, getting a few representative documents from each server is a

straightforward way to achieve WebCrawler’s collection policy.  Second, visiting servers in a breadth-first
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fashion automatically creates delays between subsequent visits to a single server.  As I shall discuss later,

these delays are appreciated by server administrators.  Finally, this breadth-first algorithm was easy to

implement.  Big mistakes, though they occurred, were less likely than with a complex algorithm.

The breadth-first traversal was implemented by keeping a cursor to the b-tree in which the server

objects were stored, and simply advancing the cursor to traverse the list of servers.  For each server, a candi-

date document was chosen and retrieved.  The documents were usually chosen on first-in, first-out basis,

though the root URL (/, or /index.html) would be crawled preferentially if it was known to exist.

One important feature of this algorithm is that it works as WebCrawler explores the Web graph.  If

the graph were known ahead of time, more intelligent schemes could be used.  For instance, for a particular

index size, an algorithm could use the link table to determine the optimal set of pages that minimizes the

connectivity to all pages known by WebCrawler.

4.1.3  Implementation Notes

This early version of WebCrawler’s crawler was built on top of NEXTSTEP running on Intel-based

PCs.  It used NEXTSTEP’s IndexingKit [NEXT 1992] for a database, in which serialized Objective-C

objects were stored in each of the tables.  The full-text index was also maintained using the IndexingKit’s

full-text functionality.  Initially, WebCrawler ran on a single 486 with 800MB of disk and 128MB of mem-

ory.

4.1.4  Problems and Challenges

This first crawler worked well for six months.  However, as the size of the Web increased, the

implementation faced four major problems: fault tolerance, scale, politeness, and supervision.  The most

serious of these problems was fault tolerance.  Although the system was basically reliable, the machine run-

ning the crawler would occasionally crash and corrupt the database.  Although the IndexingKit was designed

to tolerate these crashes, it did not.  As such, it seemed prudent to engineer the system to anticipate a crash

and be able to easily restart afterwards.
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In the early days, simply re-crawling after a crash was an acceptable solution: the Web was small,

and rebuilding the database from scratch could be accomplished quickly.  However, as the Web grew and as

server administrators became sensitive to repeated downloads of a particular page, keeping state in the

crawler became more important — to the point where losing state from a crash could cause a delay of sev-

eral days as the crawler ran from scratch.

With this fault tolerance in mind, the first modification to the Crawler was to stop indexing in real-

time with the crawling, and to merely dump the raw HTML into the file system as it was retrieved from the

Web.  This allowed a degree of separation between the indexing and crawling processes, and prohibited fail-

ures in one from affecting the stability of the other.  Nevertheless, subsequent experience with this crawler

also indicated problems with fault tolerance, especially as the database grew large.

As the Web grew toward a million documents, scale also became an issue.  Because both crawled

and uncrawled documents were stored in the database, the database would eventually store a large fraction

of the URLs on the Web.  While the architecture of the crawler supported this idea, its implementation did

not: the scalability of the IndexingKit simply did not support such a large database.  This limitation surfaced

in both the crawler database and the size of the full-text index.

The third problem with the early crawler was that, although it was relatively polite to individual

servers, it did not obey the Standards for Robot Exclusion [Koster 2000].  These standards were first

described by the Braustubl group, an impromptu gathering of search-engine experts at the Third Interna-

tional WWW Conference in Darmstadt.  They outlined a process to keep Web robots like WebCrawler from

downloading certain URLs on the Web, especially those that are generated by expensive back-end pro-

cesses.  To conform to these standards, a robot would simply download a file — /robots.txt — from

each server it wished to crawl.  This file contained a list of path fragments that all crawlers, or a particular

crawler as identified by its UserAgent header, should refrain from downloading and, subsequently, indexing.

One interesting issue that occurred several times during the development of the crawler was one of

supervision: when testing a new algorithm live on the Web, I made several mistakes and got the crawler into

a tight loop downloading a single page repeatedly or a set of pages from a single site.  With the bandwidth
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available to the crawler typically being greater than that available to the victim site, this mistake would usu-

ally swamp the victim’s available bandwidth and render the site unresponsive.  The problem was exacer-

bated by the fact that many HTTP servers of the time did not easily cope with rapid-fire requests.  Indeed,

this kind of mistake was difficult to distinguish from a denial of service (DOS) attack on the site, something

that administrators today watch for diligently.  Thus, watching the crawler carefully during development and

the early stages of deployment was crucial.  

In the early stages of the Web, authors were not very understanding about robots downloading their

pages because the utility of search engines was less clear than it is today.  Many authors were worried about

the load robots imposed on the Internet and on the sites they crawled.  However, it is trivial to show that, all

other things being equal, search engines actually reduce the load on the Net by creating shortcuts between

Web pages for searchers.  If every individual searcher had to get to his destination by following every inter-

vening link, the collective load that all these searchers would impose on the Net would be far greater than

simply having the search engine crawl it once.

4.2  The Second Crawler

I designed the second crawler to circumvent some of the problems encountered with the first

crawler with particular regard to the issues of fault tolerance, scale, and flexibility.  Conceptually, the archi-

tecture of this new system was close to the old one, but with a few important differences.

This generation crawler still had a database at its core, though this time the database was imple-

mented using a commercial, full-scale database: Oracle.  Surrounding the database were several key pro-

cesses: the main dispatcher process retrieved pages to index from the database, and passed them out to a

series of agents.  These agents retrieved pages from the Web, and passed their results back to an updater pro-

cess.  The updater was responsible for queuing the pages for indexing and updating the database with the

new metadata from the pages’ retrieval.  The architecture is illustrated in Figure 4.2.

One key aspect of scalability in the new crawler was that the different parts could be distributed on

different machines.  The database had its own high-performance machine.  The dispatcher and agents ran on
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one computer, drawing their data over an Oracle client connection to the database.  The agents eventually

ran on multiple machines, connecting to the dispatcher using NEXTSTEP’s distributed object mechanism

[NEXT 1992].  The updater also ran on its own machine, receiving data from the agents, updating the data-

base, and placing the full text on a file system shared with the indexer.

Using a commercial database at the core helped ensure that the database would not become cor-

rupted upon a crash of the database server.  Careful backups completed the fault tolerance equation.  The

database schema for this new crawler was nearly identical to that of the original crawler: a server table con-

tained data on the different servers, while the document table contained information on each URL.  Finally,

a link table stored data on the linking relationships among pages.  In practice, the link table was by far the

largest table, growing to some 16 million rows at one point.

4.2.1  The Collection Policy

Once again, the goal of WebCrawler was to have a relatively small index with high-quality docu-

ments.  Because of the distribution of the database and client processes, running a breadth-first traversal in

the style of the first crawler was problematic.  In fact, as the size of the database grew, WebCrawler began to

change from a breadth-first crawl to a more selective approach.  Given that WebCrawler could store several

million URLs in the database and given that the dispatcher process was remote from the database, stepping a

cursor through the server table row-by-row was not feasible.  We began to converge on a new strategy for

the collection: we would crawl many documents, obtaining metadata and link information for them, and use

that data to select the best documents for the collection.

Figure 4.2: Architecture of the second crawler.  The database is at the heart of the operation.
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If a human were given the task of choosing a set of pages to put in an index, he would probably

look at the breadth of pages available, and choose among those to populate the index.  This strategy is

exactly the way the new collection policy worked: WebCrawler collected a large number of documents, then

selected a subset for the index.

To select documents for the index, WebCrawler chose according to a number of criteria, often man-

ually selected.  First, we wanted to maintain some degree of breadth, so we identified the shortest URLs

from each server for inclusion on the theory that the URLs with the fewest path components were most

likely to be the more general pages on the server.  We also identified the more popular pages from the entire

Web for inclusion, reasoning that more popular pages were likely to be of higher quality.  To determine pop-

ularity, we used data from the link table.  A page P was more popular than a page Q if it had more links to it

from other pages not on its own server.  The link table, coupled with the power of the relational database,

made these kinds of determinations easy.  In fact, one of the great successes of this crawler was the ease with

which we could experiment with different selection criteria for the collection.

4.2.2  Implementation Notes

This crawler was implemented on several different systems.  The database was an Oracle relational

database and ran on an eight processor SGI Challenge XL with approximately 100GB of striped disk stor-

age.  The dispatcher, agent, and updater processes ran on a variety of NEXTSTEP PCs.  The dispatcher and

agents used NEXTSTEP’s Distributed Objects [NEXT 1992], and the dispatcher and updater used the Data-

baseKit [NEXT 1994].

4.2.3  Problems and Lessons

We learned many lessons with this new system.  Architecturally, the second crawler was robust

enough to crawl more than a million documents a day, a significant increase in throughput from the previous

crawler.  Most importantly, the database became a useful foundation for other parts of the service: it pro-
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vided  metadata to the information retrieval system far beyond what was available from the first crawler, and

it also allowed us to build useful tools for guiding the crawling process.

While both crawlers provided ample metadata on the documents they crawled, the first crawler did

not put this information in a very general form, meaning that applications of the data had to be anticipated

before the data was captured.  With the information in a relational database, applications for the data could

be decided later and applied when necessary.  An example of such an application is the external ranking dis-

cussed in Chapter 5.  It uses link count information, filtered in a special way, to decide which documents to

promote in the search results.  Such data was easily obtainable from the relational database, and was not

from the custom structures of the first crawler.

Another important application of the database was in directing the crawling process itself.

Requests from site administrators could easily be entered into the crawling queue, and content designed to

spoof the relevance ranking process could just as easily be removed.

However, from an implementation point of view, the most fundamental lesson was that commercial

software packages, particularly those which provide a high level of abstraction, are difficult to make work

successfully in a high-performing non-stop system.  Although such difficulty does not reflect on the archi-

tecture, one could make improvements to the architecture that would allow for less-reliable components.

Parts of the system were unreliable.  For instance, using NEXTSTEP’s distributed objects provided

a meaningful implementation shortcut, because objects and references could be transparently sent across

process and machine boundaries.  However, in a situation where this communication occurred constantly, 24

hours a day at full load, the system would hang frequently.  Switching to a TCP-based protocol fixed this

problem.

Though using NEXTSTEP’s DatabaseKit [NEXT 1994] provided a high level of abstraction, cre-

ated scale problems because of its high overhead.  In the DatabaseKit, rows from the remote database are

manifested in the application as instances of a particular Objective-C class.  This abstraction is powerful,

because it allows the programmer to write his code in an object-oriented fashion and frees him from having

to write code to extract data from the database to instantiate objects.  However, the overhead associated with
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instantiating an object for each row retrieved from the database and with managing the associated memory

allocation turned out to be quite a problem.  On the Updater machine, for instance, fully 50% of the applica-

tion process’s CPU would be involved in these steps.

We noticed that certain operations in Oracle were not nearly as fast as they should be.  In some

cases, doing the right trick with the query optimizer would fix our problem, but in many cases the built-in

overhead was simply too high.  Locking conflicts inside Oracle made it infeasible to have more than one dis-

patcher or updater.  Oracle uses row-level locking for most operations, yet still acquires more coarsely

grained locks occasionally.  These locks made running more than one simultaneous updater infeasible.  Fur-

thermore, the combination of the DatabaseKit with abstraction provided by Oracle meant that finding these

conflicts was difficult and required examination of the SQL generated by the DatabaseKit.

4.2.4  Coping with the Changing Web

Aside from many of the local implementation problems, the Web had begun to change.  The rapidly

expanding Web, both in size and usage, meant that mirrors of popular sites were becoming common.  Index-

ing a page and one or more of its mirrored copies became a likely occurrence.  Such behavior, though, is not

desirable because a single query will result in multiple identical pages that are served from different loca-

tions.  To solve this problem, WebCrawler computed a checksum (a 32-bit CRC) for each page, and would

not index a page if it found another page with the same checksum and size already indexed.

However, the checksum approach led to an interesting problem: the authors of pages that were

selected by this method often complained that their mirror URLs were entered in the index at the expense of

the correct URL.  For instance, because of the vagaries of the crawl, WebCrawler might choose the URL

http://host.lcs.mit.edu/mirrors/company/a.html over the more desirable http://host.company.com/a.html.  To

correct this problem, WebCrawler employs a simple, yet remarkably effective, heuristic.  Whenever a page

is found to have a duplicate CRC in the database, WebCrawler computes a score for the URLs of each dupli-

cate page, and chooses the page with the highest score.  If the page with the highest score is already in the
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index, no action is taken.  However, if the new page has a better score, the old page is deleted from the data-

base and the new one is queued for indexing.  The details of the scoring algorithm are found in Figure 4.3.

Another problem occurred because of the increasing importance of search engines in driving traffic

to Web sites.  Because many users rely on search engines to direct their Web experience, unscrupulous

authors on the Web began to try to increase their ranking in search engines’ results, at whatever the price.

Often, this meant simply trying to improve their ranking.  Over time, it also meant having one’s page appear

highly in the search results for any topic, no matter how unrelated that topic was to the page.  This tactic

quickly earned the name spam, after the electronic mail technique of sending junk mail to many recipients.

WebCrawler employed one overriding principle in choosing techniques to combat spam: index

only what the end-user of the Web page could see in their browser.  This led to the elimination of hidden text

in meta tags, for instance, and of text in fonts that were either too small to see or in the same color as the

background color.

One variant of spam is very difficult to detect: a spammer will serve an altogether different page to

WebCrawler than they would serve to a user.  The spammer can do this by altering their server to notice

Each document is awarded an unbounded score that is the sum of:

15 if the document has ever been manually submitted for indexing
5 for each time the document has been submitted

7 if any other document in the database links to the document
3 for each such inbound link

7 if the URL ends in /, or
5 if it ends in .html
1 for each byte by which the path is shorter than the maximum (255)

20 if the hostname is a hostname and not an IP address
5 if the hostname starts with www.
5 if the URL’s scheme (protocol) is HTTP, or
5 if the URL’s scheme is HTTPS
5 if the URL is on the default port for HTTP (80)
1 for each byte by which the name is shorter than the maximum (255)

Figure 4.3: Details of the URL scoring heuristic.  This heuristic did not change during two years of use.



 

42

  
requests from the WebCrawler crawler, identified by a specific HTTP User-Agent header or a known IP

address range, and serve different content.  Because WebCrawler crawls from a specific set of IP addresses,

and accurately sends the HTTP User-Agent header, this kind of spoofing will always be successful.  One

way to combat it is to crawl from widely different IP addresses and mimic a browser by sending a User-

Agent header identifying the crawler as, for instance, the Netscape browser.  Another way is to mask the

crawler’s traffic in a stream of otherwise legitimate requests by crawling from behind a large cache, such as

those found at many large ISPs.

4.3  Summary

In this chapter, I have described the problem of crawling and the evolution of WebCrawler’s two

crawlers.  The ultimate size of the Web, and the impossibility of getting a perfect snapshot, led to the devel-

opment of WebCrawler’s ability to choose a useful subset of the Web to index.  This choice is influenced by

several factors, including metadata from the Web and input from administrators.  Ultimately, the task is

made possible by the most recent database-centered architecture.

Many of the problems described in the previous section are avoidable with the right design and

right components.  Indeed, several of them were overcome by falling back on more simple technology.  Sev-

eral improvements, however, could still be made.

While the architecture of the second crawler is sound and relatively scalable, it did not take into

account the unreliability and poor performance of its constituent parts.  Designing for distribution and fail-

ure from the start would help: each component would not need to perform at peak capacity all the time, and

could occasionally fail without bringing the entire system with it.  The main difficulty in realizing such a dis-

tributed crawler is making sure that URLs are not crawled more than once and that multiple URLs identify-

ing the same document are recognized as such.  Such distribution also makes metadata queries more

expensive.

Another improvement would be to maintain the link table in a data structure optimized for its

unique structure.  Using a general purpose database for this task is fine during the crawling stage, but
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becomes a bottleneck when more complex indexing and quality assurance algorithms need to be run against

the data.  A good example of such an optimized structure is the Connectivity Server [Bharat 1998].
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Chapter 5

The Information Retrieval System

In this Chapter, I shall describe WebCrawler’s information retrieval system, the philosophy behind

its features, its evolution from a simple system to a more complex, scalable one, and its contributions.

An information retrieval (IR) system is a software system that helps its users find information.  In

the context of WebCrawler, the IR system contains information about a set of Web pages, called the collec-

tion.  WebCrawler takes text queries expressed by searchers and retrieves lists of pages matching the search

criteria.  Like most information retrieval systems, WebCrawler’s IR system employs several databases and

some processing logic to answer queries.  The query model of an information retrieval system is the model

underlying the searcher’s interaction with the system.  It specifies the content of the query and the way that

query is related to the collection to produce results.  The concept of relevance is at the heart of most text-

based information retrieval systems (see Chapter 2).  Relevance is a measure of the similarity of a document

and a query and is used to order WebCrawler’s search results.  At the core of the WebCrawler IR system is a

full-text index.  A full-text index is an inverted structure that maps words to lists of documents containing

those words, and is used to resolve queries against large document collections [Salton 1989].  In a traditional

database, the index acts merely as an accelerator with the true results coming from tables of actual data.  In a

full-text index, however, the index itself contains the information necessary to determine and produce the

resulting set of documents.
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This chapter describes WebCrawler’s two successive information retrieval systems, their query

models, their implementations, and their shortcomings.  For each, I shall describe how the changing context

of the Web and WebCrawler’s users contributed to the evolution of WebCrawler’s design.  WebCrawler’s

chief contributions were two new approaches — external weighting and shortcuts — for enhancing the tradi-

tional information retrieval system in the specific context of a widely used search engine.

5.1  The First Information Retrieval System

WebCrawler’s first information retrieval system was based on Salton’s vector-space retrieval model

[Salton 1975].  I shall first describe the query model and semantics of the system, and then describe the

details of its implementation and some of the problems with the query model.

This first system supported collection sizes from 40,000 documents up to nearly 300,000 docu-

ments.  It was implemented using the B-Tree support in NEXTSTEP’s IndexingKit.  The software ran com-

fortably on a PC: first, a 486 with 64MB of RAM; and later, a series of Pentium PCs each with 128MB of

RAM.

5.1.1  Query Model

The first system used a simple vector-space retrieval model, as described in Chapter 2.  In the vec-

tor-space model, the queries and documents represent vectors in a highly dimensional word space (one

dimension for each word in the dictionary.)  The component of the vector in a particular dimension is the

significance of the word to the document.  For example, if a particular word is very significant to a docu-

ment, the component of the vector along that word’s axis would be strong.  In this vector space, then, the

task of querying becomes that of determining what document vectors are most similar to the query vector.

Practically speaking, this task amounts to comparing the query vector, component by component, to all the

document vectors that have a word in common with the query vector.  WebCrawler determined a similarity

number for each of these comparisons that formed the basis of the relevance score returned to the user.
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The math behind this computation was fairly simple: the score was simply the dot product of the

query vector with any document vector that had a term in common with the query vector.  Because the query

vector contained many zero components (for all the words not in the query), this computation was fast: I

needed only look at the set of components in each document’s vector that were in common with the query

vector.  If there were w words in the query, then the score for each document was

where tf(i) was the frequency of the word in the particular document, computed as the number of occur-

rences of a word divided by the total number of words in the document.  The rationale for using this weight-

ing was that the frequency of a term in a document was a good measure of the importance of that term to the

document.

While the computation of relevance determined the relative importance of each document to the

query, a domain weighting calculation determined the relative importance of each word in the query.  The

rationale for this calculation was that some words in the query were more likely to identify the right docu-

ments than other words.  For instance, in the query X-ray crystallography on the World-Wide Web the words

most likely to lead to relevant documents are X-ray crystallography. This is true because the words World-

Wide Web occur frequently in all documents, and would not help in narrowing the search to a precise set.

Thus, WebCrawler used a domain weighting calculation to more heavily weight those words that were most

likely to narrow the search to a particular set of documents.  An important feature of the domain weighting

calculation in the vector-space model is that it does not exclude documents from the result list, but instead

changes the ranking so that the more relevant documents will be more likely to occur first.

The key to making this calculation is determining the contribution of an individual word.  To do

that, WebCrawler simply relied on its own full-text index: each word was associated with a list of documents

containing that word, and the number of documents relative to the size of the collection was an indicator of
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how likely that word is to discriminate among documents.  Specifically, WebCrawler took the log of the

number of documents that contain each query word and multiplied a document’s score by the results.

WebCrawler’s first query model was a simple vector-space model.  It did not support boolean com-

binations of words, nor did it support phrase searching or other measures of adjacency.  However, with the

small size of the early WebCrawler indexes, these problems did not introduce a lack of precision.

WebCrawler’s query model also included several minor features that made a difference for search-

ers.  First, WebCrawler included a stop list to filter common words from the queries and index.  The stop list

is used principally to reduce the size of the index by removing cases where nearly every document in the

collection is listed for a particular word.  Because the words in the stop list are so common, removing them

from the queries has a negligible impact on recall in the vector-space model.  WebCrawler performs limited

stemming on words, reducing only plurals to their root form using a restricted Porter stemmer [Porter 1980].

Using the full breadth of the Porter stemming algorithm would have led to too many false positives given the

breadth of languages and strange words on the Web.

5.1.2  User Interface

WebCrawler reported the result of a query by replacing the search page with a results page, shown

in Figure 5.1, containing links to the relevant Web pages.  The results were ranked according to their rele-

vance to the query.  Each result was identified and displayed by title.  The underlying relevance numbers

(described in the previous section) were displayed in front of the document titles, and were normalized so

that the highest relevance was 100%.

My key priority in the design was to make it easy for the searcher to see the breadth of his results.

With that in mind, WebCrawler presented 25 results per page, a number that enabled most of the search

results to fit in the visible portion of the searcher’s browser.  The page containing the next 25 results was

accessible by a link at the bottom of the current 25.  Because of the stateless nature of HTTP requests and the
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difficulty of caching the results for many queries on the server, requests for subsequent pages of a query’s

result were processed as new search requests.

5.1.3  Implementation Details

WebCrawler’s first IR system had three pieces: a query processing module, an inverted full-text

index, and a metadata store.  As illustrated in Figure 5.2, the query processing module parses the searcher’s

Figure 5.1: WebCrawler search results circa 1995.

Figure 5.2: Query processing in the first IR system.
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query, looks up the words in the inverted index, forms the result list, looks up the metadata for each result,

and builds the HTML for the result page.

The query processing module used a series of data structures and algorithms to generate results for

a given query.  First, this module put the query in a canonical form (all lower case, no punctuation), and

parsed each space-separated word in the query.  If necessary, each word was converted to its singular form

using a modified Porter stemming algorithm [Porter 1980], and all words were filtered through the stop list

to obtain the final list of words.  Finally, the query processor looked up each word in the dictionary, and

ordered the list of words for optimal query execution.  This ordering was applied only in conjunctive queries

(that is, dolphins AND whales AND porpoises) by processing the least common words first.

Once the list of words was determined, the query processor retrieved the posting lists for each word

and used them to compute the final results list.  Finally, the metadata for each result was retrieved and used

to generate the final HTML for the searcher.

The inverted index was the underlying data structure that the query processor used to compute the

relevance for each document.  Conceptually, the index mapped a particular word to a list of documents that

contained that word and to a list of weights that indicated the relative importance of the word to each docu-

ment.  The documents were identified by a numeric identifier (ID) to save space in the index.  Practically,

this mapping was nothing more than a B-Tree, keyed on word, that contained a packed list of document-

weight pairs for each of the words.  Each document-weight pair is called a posting, and the list of postings is

called a posting list.  WebCrawler’s postings were 32 bits each, with 20 bits devoted to the document ID, and

12 bits to the weight.

Once the list of result documents was computed, the query processor had to map the document IDs

to information more meaningful to the user.  This mapping was accomplished by using the same document

table that the Crawler used to maintain state about each document (see “Details of the First Crawler” on

page 31).  WebCrawler simply took the ID, looked it up in the document table, retrieved the URL and title

for that document, and used those to generate the results page.
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When the first Crawler changed, splitting up the crawling and indexing steps, I also changed the

metadata lookup process to use a dedicated B-Tree.  With this change, the Crawler produced a special B-

Tree with the inverted index whose sole purpose was to map from a document ID to a URL and title (i.e.

only the information that needed to be presented to the user).  This step simplified the lookup, making query

processing faster.

5.1.4  Problems and Lessons

Early experience with the first model suggested that searchers could easily find documents in the

collection and could navigate the user interface without confusion.  However, as the size of the index and

the search volume grew, several problems became evident.

The first problem was introduced by a combination of the increase in the size of the index and in

the number of searchers using WebCrawler.  As both the size of the user base increased and as a larger num-

ber of naive users came to use WebCrawler, the queries became less sophisticated.  This trend, coupled with

a larger number of documents in the index — and an increase in the breadth of the subjects covered by those

documents — meant that WebCrawler needed a more sophisticated query model.  The single most common

request from searchers was for a way to restrict documents from the results that did not contain all the query

terms.  Another frequent request was to support phrase searching, so that only documents containing a spe-

cific phrase could be found.

The second problem with the query model became evident as WebCrawler indexed documents with

an increasing diversity of terms.  This change was due partly to the increasing number of documents, but pri-

marily to the larger number of topics that those documents covered.  For instance, WebCrawler increasingly

found documents not just on academic topics, but also on many commercial topics and in many languages.

Each new area introduced new terms and acronyms that swelled WebCrawler’s dictionary.  To reduce the

conflicts among these terms, one of the early modifications to the query model was to eliminate plural stem-

ming.  More aggressive stemming was already turned off because of earlier problems, and eliminating plural

stemming increased precision for some queries.  This move did hurt recall to some degree.  However,
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because the fuzzy nature of the vector model made recall so good to start with, the decrease was not a signif-

icant problem for searchers.

The third problem was in the user interface of the results page. Though many searchers preferred

WebCrawler’s title-only results format, many of them requested that WebCrawler show a summary of each

document along with the title.  Such presentation allows the searcher to quickly evaluate a document’s use-

fulness without having to follow the link to the document.  However, it also increases the amount of screen

space devoted to each result and, therefore, makes scanning a long list of results more difficult.

Fourth, as the index grew, I found that I frequently had to change the number of bits allocated to the

document ID in the postings.  Although these changes were not a big problem, they did make the indexes

bigger.  A more efficient posting format would have been a big improvement, though it never became a

severe enough problem to warrant change.

Fifth, as the volume of search requests to WebCrawler grew, making efficient use of WebCrawler’s

computing hardware became an important issue.  Indeed, simply making the code more efficient could stave

off the purchase of new server hardware, thus saving money.  Sorting was the principal bottleneck in com-

puting the results list.  Early on, I replaced the call to the generic Unix quicksort routine, qsort, with a call to

a more highly optimized version.  While this optimization helped, its savings did not last long: a bigger

index and higher search volume quickly erased any benefit.

To further optimize the results processing, I replaced the sort with a simple find-the-top-N algo-

rithm.  Running such an algorithm is fundamentally faster than sorting as not all results are ordered: only

those results that will be presented to the user need to be determined.  To generate the first results page, then,

WebCrawler need only scan down the list of results postings, checking each result against the list of the 25

most relevant found so far.  In practice, the running time of this sort is linear in the number of postings with

a constant substantially under 2.  In the worst case, the constant is the maximum number of comparisons

necessary to find and insert each value into a list of 25 sorted results, or log2(25)+1 + 25.  Furthermore, the

memory requirements for processing the query are reduced: one only needs to keep the top N results, and
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need not store the entire result list for sorting.  For a large index with many queries being executed in paral-

lel, this memory savings can be significant.

However, as the user presses further and further into the results list, the benefit of running this algo-

rithm instead of a conventional sort decreases.  As a practical matter, WebCrawler always used this algo-

rithm because the number of requests for results pages falls off very quickly after the first page.  Figure 5.3

shows the breakdown of requests for each results page.

5.2  The Second Information Retrieval System

Because of the many query-model and scale problems with the first index, I moved WebCrawler to

an entirely new IR system after two years.  I chose to use a third-party package, Personal Library Software’s

Callable Personal Librarian (CPL) [PLS 1996], rather than building a new full-text system by hand.  The

need for an improved query model was driven primarily by my desire to increase the number of documents

in the WebCrawler index, and the corresponding necessity of improving the query model.  This coupling

occurs because as the size of the collection increases, the precision of results naturally decreases for a given

Figure 5.3: The likelihood that a searcher will view a particular results page.  Every searcher sees the first

page of results, and only 17% go on to view the next page.  The tenth and higher pages are collectively likely

to be viewed in only 5% of searches.  This chart is based on data collected in October, 1995.
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set of queries.  Thus, a query model that allows the searcher to specify his query more precisely is essential

to maintaining precision.

I chose a third-party software package primarily because it offered most of the features Web-

Crawler needed, and because those advanced features were tedious to implement at scale.  Coupled with this

choice, however, came the necessity of moving off the inexpensive PC hardware platform and on to a more

expensive minicomputer platform, the Silicon Graphics (SGI) Challenge XL.

5.2.1  Query Model

Like the first index, the core of CPL is ultimately based on Salton’s vector model [Salton 1975].

However, CPL supported a large number of query operators on top of that basic model.

CPL supported basic boolean operators (AND, OR, NOT), as well as the critical phrase operator

(ADJ, for adjacent) that was missing in the first index.  As in later versions of the first index, WebCrawler

employed no stemming at all.  I increased the size of the stop list to accommodate the larger number of doc-

uments and to eliminate some of the very common words that were not helpful in making queries more pre-

cise.  The term www, for instance, appeared in 80% of Web pages, making it essentially useless as a query

term, and a useful addition to the stop list.  The entries in this list were determined based both on their fre-

quency in the collection and on their presence as discriminatory terms in queries.  Some common terms,

such as server, were present as discriminators in queries like HTTP server, and  window server, and so they

were kept from the stop list.

Perhaps the most important feature of CPL, however, was the way it handled queries with no

advanced query operators.  Around the time I introduced CPL, WebCrawler’s user base was increasingly

dominated by novice searchers who could not be relied on to issue well-formed boolean queries to increase

the precision of their searches.  At most, WebCrawler could depend on the searcher to enter a multi-word

query that contained enough words to get reasonable precision.  CPL helped with this problem by employing

a clever ranking algorithm for multi-word queries with no operators.



54
The rationale for this algorithm is straightforward: for the query Restaurants in San Francisco, the

searcher is clearly looking for restaurants in the City of San Francisco.  In the first index, each of the words

in the query would be treated independently, with no regard to the implicit phrase (San Francisco) or the

implied desire for documents containing all the query words.  CPL employed an algorithm that would first

weight documents with all the terms more highly than documents with only some of the terms, and would

then weight documents in which the query terms occurred as phrases more highly than documents where

they did not.  This weighting turned out to be an essential feature for WebCrawler, improving the precision

of its top results on queries that would have been much less precise in the first index.  The key lesson from

this feature is simply that the search interface should adapt to the searchers and to their non-precise queries,

and should not require the searchers to learn an arcane (to them) syntax for specifying searches.

5.2.2  User Interface

WebCrawler’s user interface remained largely unchanged through the transition to the new index.

CPL came with a built-in summarizer, so accommodating searcher requests for summaries on the results

page was easy.  Despite these requests, however, most users had become attached to the concise titles-only

results format, so summaries became an option, selectable at the top of the results page.  Searchers could

also set a preference that would enable summaries to be returned by default.

Another addition to the user interface was a form of relevance feedback that allowed the searcher to

find documents similar to one already present in the search results.  The rationale for this feature was that

users would often find a document that was close to, but not quite, what they were looking for.  Using the

feature, they could request more documents like the document of interest, without having to enter any query

terms.  Figure 5.4 shows a results page, with summaries and the relevance feedback links.
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5.2.3  Details of Second Index

The structure of the second index was very similar to that of the first, with CPL being used for the

detailed query-processing and inverted-index components.  Overall, query processing and metadata lookup

remained outside of CPL.

Query processing in the second index consisted of performing initial cleanup of the query, and then

passing the query off to CPL for its processing.  CPL would then return results for the query, with each result

expressed as a relevance-document ID pair.  As in the first index, the query processing module mapped each

result to its metadata: its title, URL, and, if necessary, its summary.

Although CPL had the ability to maintain all the metadata inside its own data structures, the over-

head of that piece was significant enough that I elected to keep the metadata outside CPL.  Where the first

Figure 5.4: A modified results page with summaries and relevance feedback links.  The second result is

present because it uses gardening as an example.
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index used B-Trees to store the metadata, the second index employed Gnu DBM (GDBM) hash tables out-

side the CPL database.  CPL was responsible for mapping queries to document IDs, while the hash tables

mapped document IDs to metadata.  I used two separate metadata tables: one for titles and URLs, and one

for summaries.  The reason for this split was primarily to avoid bringing the large summary data into mem-

ory unless necessary, since it was not used by default.

For efficiency of lookup, I rewrote the GDBM read interface to memory map the GDBM files and

walk the data structures in memory, rather than issue a read system call for each page needed from the file.

This optimization was ideally suited to Apache’s multi-process model and drastically reduced the overhead

of looking up metadata.

5.2.4  Implementation

With the use of CPL came less control over the platform on which the query processing ran, as

implementations of CPL were available only for a few select platforms.  We chose three Silicon Graphics

Challenge XL systems for the query processing.  Two of the systems had sixteen processors each, and one

had eight.  The rationale for choosing this architecture was simple: we would bring as much of the index into

memory as possible, and amortize the cost of a large bank of memory across as many processors as possible.

The Challenge XL allowed us to put at least 32 processors in a single machine.  This system had enough

memory bandwidth to keep the processors busy, even in a memory intensive application like full-text search.

5.2.5  Problems and Lessons

WebCrawler’s second index was a dramatic improvement over the first.  The query model worked

very well, and the size of the index allowed searchers to either find their page directly or get close to their

destination.  Nevertheless, several problems appeared during the development and deployment of the index.

One of the first problems I encountered was the problem of assigning document IDs.  Web-

Crawler’s crawler maintained a unique document identifier for each document in its database.  However, for

efficiency reasons, CPL was structured such that it had to assign its own document IDs for each document in
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the index.  The reason CPL could be more efficient with its own IDs is simple: WebCrawler document IDs

identified documents in the Crawler database, many of which were not to be included in the full-text index.

With the holes in the document ID space introduced by this strategy, the CPL index compaction techniques

were much less efficient, making the index larger and less efficient at query time.  Thus, I opted to allow

CPL to create its own internal document IDs and to provide the query processing engine with a mapping to

these database IDs used in the metadata tables.  This strategy was reasonably efficient, because I needed to

use the relatively slow mapping function only for each result returned to the searcher, typically only 25 per

query.

With the phrase-searching support in CPL, searchers could issue queries for any phrase.  However,

occasionally a searcher would want to issue a query in which crucial words in the phrase were on the stop

list, (for example: ‘music by The The’ or ‘Documentation on the X Window System’), and the query would be

transformed into a much less useful query when those words were eliminated.  Running with no stop words

was not an option, because the lack of stop words would slow down ordinary queries too much.  Although

techniques exist in the full-text literature for handling this problem, CPL did not implement them.  Having

support to handle these queries would have been useful.

Perhaps the most fundamental problem we encountered with CPL was performance.  Because the

SGI Challenge hardware supporting the query processing was expensive, using it wisely was important.  The

first optimization we made was to use external storage for the metadata, as mentioned in Section 5.2.3.  Sub-

sequently, however, it was evident that we would need to work on CPL directly.  Since it was a third-party

product, making these optimizations was up to the manufacturer.

My analysis of the performance of CPL identified four important areas for improvement.  First, an

instruction-level breakdown of the posting list copying code revealed many unnecessary calls to the memory

copy routine bcopy.  These could be eliminated to save CPU overhead in a critical inner loop.  Second, the

mere fact that CPL was copying postings internally was a serious problem itself.  Typically, high-perfor-

mance query processing involves walking the internal data structures and accumulating the results, without

making intermediate copies of the postings.  CPL’s copying was causing it to use more CPU than necessary.
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Third, CPL was using a read/write interface to its underlying data store, exacerbating the data-copying prob-

lem at the system level.  A more efficient memory-mapped model would have helped dramatically.  Not only

would CPL have avoided copying the data from the buffer cache to CPL’s own buffer, but the operating sys-

tem could do a much more intelligent job of managing cached pages.  Fourth, CPL was written with a pro-

cess-based model in mind.  The library was not multi-threaded, and could not be used — even in read-only

mode — from multiple threads.  The use of a single address space would have helped, both from a caching

and context-switching perspective.

5.3  Beyond Full-Text

Because the CPL query model was providing such good results, albeit slowly, I began to look for

other ways in which the search results could be improved.  Two ideas emerged as significantly improving

results: influencing ranking by external weighting, and shortcuts.  At the time, these ideas were new to

search engines and, indeed, to the field of information retrieval.  Today, they are present in several different

search engines in many different ways.

5.3.1  External Weighting and Link Counting

Simple queries, generally one or two words, were most prominent in WebCrawler’s query stream;

so solving the problem of how to return meaningful results for these queries was important.  The full-text

ranking of results from a one-word query depended largely on the presence of the word towards the begin-

ning of the document (a CPL feature), and the length of the document.  In a large collection like Web-

Crawler’s, the number of otherwise undifferentiated results for such a query was large, forcing the searcher

to look through many results.

 With WebCrawler, I experimented with — but did not release commercially — an algorithm that

uses both the full-text relevance score and an external score to compute a new ranking for a set of docu-

ments.  The external score was a numeric property of each document and could be based on any attribute of

the document: timeliness, popularity, quality, size, or even the number of images it contains.  The theory
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behind using such an external score is that there will often be a different way to rank documents — other

than relevance — that depend on the query or the type of documents being returned.  For instance, a search

that returns primarily news articles may be appropriately ranked on recency instead of, or in addition to, the

normal full-text ranking.  This kind of influence becomes particularly important when searchers’ queries are

imprecise.  With so many pages on the Web, another measure is possible: a measure of a document’s quality.

The rationale for this approach is simple: for common queries, with all other things being equal, one would

rather have documents of higher quality ranked more highly.  However, what constitutes a document of high

quality is in the eye of the beholder.  For example, a teenager may consider popular documents as quality

documents, while a researcher may be interested only in documents that have been heavily reviewed.  I will

describe WebCrawler’s quality rating in section 5.3.1.2.

5.3.1.1  Details of External Weighting

To perform external weighting, I used a table, organized by document ID, of external weights.  The

naive approach would have been to simply take these weights, in a fixed ratio with relevance, to form a final

score for each document.

This approach works well, but does not normalize either the relevance or the external score to a

scale, nor does it take into account the fact that the relevance score can be either better or worse, depending

on the query.  For example, a query like travel against a large collection will return a meaningful fraction of

the documents in the collection, with relevance scores that don’t differentiate them much.  On the other

hand, a more specific query such as ‘surf conditions’ and ‘Santa Cruz’ is likely to produce fewer documents,

with relevance scores that are much more meaningful.  In the former case, one would rather use less of the

relevance score, and more of the external weight; whereas in the latter case, the opposite is true: the rele-

vance score tells a much better story.

WebCrawler’s approach was to do exactly that: approximate the quality of the relevance score, and

use either more or less of it in the final document score.  I used two metrics to approximate the quality of the

score doc( ) 1
2
---relevance doc query,( ) 1

2
---external doc( )+=
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relevance ranking: the total number of results, and the spread of relevance scores between the first and Nth

result.  When results are few, an external weight is less likely to be needed, as the searcher will not be comb-

ing through thousands of results.  When results are many, however, an external weight could be more useful.

However, just because a search returns a lot of results does not mean that it was a poor search: using CPL’s

relevance ranking is good enough to give the same results near the top for the queries ‘surf conditions’ and

‘Santa Cruz’ and surf conditions Santa Cruz, even though the latter query will return many more results.  So

I also take into account the spread in relevance between the first and Nth term.  In practice, I used a value of

about 25% of the size of the result list for N.  If the spread is small, then the top results are largely undiffer-

entiated and an external weight will  be more useful.  If the spread is great, then relevance ranking is doing a

good job of discriminating among results, and less external weighting is needed.

This algorithm, although expensive to compute at run time, gave wonderful results.  Its expense

came from the way CPL computed the results list incrementally: a traversal of even 25% of a large results

list was expensive, and resulted in this operation being about twice as slow as computing the results using

the normal method.

5.3.1.2  Link Counting

The external weight algorithm works with any kind of external weight.  For WebCrawler, however,

I chose to use weights that approximated the quality of a document.  I took this approach because, as the size

of the collection grew, it was clear that some documents were much better than others.  The metric for qual-

ity I chose was the number of distinct sites that linked to a particular document.  This metric uses the struc-

ture of the Web to capture what publishers around the Web view as the pages worth linking to.  Presumably,

these pages are those that are most informative.  I specifically chose to use the number of sites rather than

the number of pages because the number of pages could be heavily influenced by a lot of links emanating

from, say, a friend’s site.

score doc( ) a relevance doc query,( ) 1 a–( ) external doc( )⋅+⋅=
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One problem with this linking strategy is that new pages of high quality will not be linked to for

some time after they appear on the Web.  So the page may appear in the WebCrawler collection, yet have a

low external weight because of its relative age.  To solve this problem, I designed, but did not implement, a

strategy to enhance a page’s value based on its age in the WebCrawler database.  Thus, pages that appeared

more recently would have their link scores boosted to allow them to compete more favorably with pages that

had been around for a long time.

Performing the link counting itself was easy: WebCrawler’s Crawler maintained a table of link

data.  I simply ran a query on this table to collect the number of sites linking to each document, and then

summarized that data in a GDBM hash table keyed on document ID.  Even though the query was expensive,

it only needed to be run once a week because the link count information was slow to change.

5.3.2  Shortcuts

 Another new idea for improving results became known as shortcuts. The idea behind shortcuts was

simple: in many cases, the searcher’s query identifies a particular topic directly, and one can offer informa-

tion with high relevance on that particular topic.  For instance, if the query is San Francisco, one could offer

the searcher geographical information and weather in San Francisco, as well as a list of Web pages contain-

ing that information.  If a searcher enters an address into the search box, WebCrawler could offer a map of

that address.

To be effective, the shortcuts content had to stand out on the results page.  Rather than place the

content at the top of the search results, where it would interfere with a searcher who preferred only Web

results, we chose to place it on the right-hand side of the results.  This presentation has the advantage of pro-

viding a consistent presentation for queries in which shortcuts are not present: the module simply disappears

and does not disrupt the searchers attempt to find the beginning of the Web search results.  Figure 5.5 shows

the presentation of these shortcuts modules.

Shortcuts are content specific.  That is, one has to know something about a particular kind of query

to build a shortcut for that query.  We chose to build shortcuts in a framework that allowed new modules to
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be added in a simple way: each shortcut was represented by a processing module that took the query as input

and returned a score as output.  The score was then used to determine if that shortuct module was displayed

for a particular query.  This framework allowed each module to perform its own query recognition in what-

ever way it wanted.  The address module, for instance, looked for a query that matched the format of an

address, while the musician module would compare the query to an internal list of known musicians.  Short-

cuts were implemented as a server module on the front-end that processed the results in parallel with the

request to the back-end for the Web results.

The shortcuts strategy worked well, though it did not gain a large amount of user acceptance for

two reasons: it was not widely implemented (we did only a small number of modules) and, as such, its place-

ment on the results page did not command much attention from users.  Furthermore, the shortcuts model was

not especially scalable, since each module had to perform processing on every query.  Even with strict per-

Figure 5.5: A search results page with a shortcuts module presented on the right, circa 1999.
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formance requirements for the modules, one could only involve so many modules on each query.  A more

general strategy is necessary.  Recently, this fundamental idea has been successfully used to augment Excite

search results [Excite 2000].

5.4  Summary

The expanding Web imposed constraints that caused us to constantly improve WebCrawler’s infor-

mation retrieval system.  In the first system with its small collection and low traffic, a standard vector query

model was sufficient.  As traffic increased, so did pressure to improve the user interface and the query

model, necessitating a simplification of user interface, a change to commercial IR software, and a larger

index.  These changes were largely successful at making WebCrawler one of the Web’s top search engines.

Further growth in the size of the index, however, came with reductions in the precision of

searcher’s queries, particularly for naive users with naturally imprecise queries.  To alleviate these problems,

we introduced two important new features: external ranking with link counting, and shortcuts.  External

ranking was designed to improve relevance ranking on short queries without sacrificing relevance quality

for more complex queries.  Shortcuts were designed to surface material directly relevant to the query along-

side the ordinary search results.  Both methods were improvements in the user experience, though external

ranking was not widely deployed.
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Chapter 6

WebCrawler as a Service

So far in this dissertation, I have described WebCrawler’s functional side, but have said little about

its actual deployment as a service.  Examining WebCrawler as a service means looking not just at the task of

determining answers to queries, but also at the task of receiving the queries, transmitting the results, and

serving the other content that supports WebCrawler’s search functionality.  These activities largely entail

solving the problem of high-volume HTTP serving, where clients request both static content (HTML pages

and GIF images that don’t vary among requests), and dynamic content computed on the fly (search results).

Doing an effective job of serving this content means looking not just at efficient query processing, but also at

the Web servers and even the connections to clients.

At first, deploying WebCrawler as a service was relatively easy because of the small index size and

low traffic volume.  However, as WebCrawler’s index has grown and as WebCrawler has acquired a larger

base of users, the task of operating the service has become more difficult, leading to several interesting sys-

tems problems.  In addition to simply keeping up with growth, two other important goals drove the process

to improve WebCrawler’s service: better service for searchers, and a decreased cost of running the service.

While decreased cost and keeping up with scale are self-explanatory goals, improving service to

searchers needs further explanation.  To improve service to searchers, I focused on improving response time

and availability: in short, the service should always be fast, and it should always be up.  As with the crawler,

a common theme in this chapter is that the aggregation of unreliable parts creates a system that is difficult to
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operate reliably.  In the course of improving the service, I employed several different techniques: namely,

distribution, load balancing, and fault tolerance.

In Chapter 4, I explained how the increasing size of the Web caused problems for the Crawler, and

in Chapter 5 I explained how the combination of the Web size and the larger number of users made query

processing a challenge. The following sections describe WebCrawler’s three successive services, from the

simple initial architecture to a more complex, scalable, and distributed service that has survived a two-order-

of-magnitude increase in traffic.  Indeed, this architecture remains the reference architecture for many of

today’s Web services.  For each service, I will describe its architecture, its important load-balancing features,

its handling of fault tolerance, and some of the problems with the service.

6.1  Introduction

Before describing WebCrawler's three successive services, I shall introduce four topics from dis-

tributed systems that are particularly important to understanding WebCrawler.

6.1.1  Architecture of the Service

Like that of the crawling and information retrieval system components, the architecture of the Web-

Crawler service has evolved over time, with two major revisions following the initial deployment.  Making

progress on each of the goals mentioned in this chapter’s introduction motivated these revisions, though

increasing scale proved to be essential.

Essential to understanding the WebCrawler service is a knowledge of how HTTP serving works.

The environment of the Web is a simple request–response model where a user equipped with a browser

issues HTTP requests to a server that returns content ultimately to be displayed in the user’s browser.

In most cases, a Web page that is returned to the user is static.  That is, the page’s contents reside in

a file in a server, which is read off disk and transmitted over the network.  Many of WebCrawler’s pages

such as the home page, the graphics, and the help pages were static.  However, as described in Chapter 5, all

of WebCrawler’s search results are dynamic: they are created by the query processor in response to a
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searcher’s query.  This distinction is important, because dynamic pages typically take more resources to

serve than do static ones.

6.1.2  Load Balancing

Load balancing is a common problem in distributed systems, particularly those that are distributed

to handle scale.  In WebCrawler’s case, load balancing appears as a problem because the latest architectures

employ a distributed model with more than one computer handling requests.

Three attributes of WebCrawler’s traffic make it easy to load balance. First, HTTP requests, the

units of distribution, are stateless: that is, WebCrawler does not maintain any client state on the server side

that needs to be present the next time a particular client makes a request.  Second, the requests to Web-

Crawler each put a similar load on the system, meaning that they can be considered identical for load-bal-

ancing purposes. Third, the volume of requests is high enough so that abrupt changes in the arrival rate are

infrequent.

6.1.3  Fault Tolerance

An important issue that parallels load balancing in distributed systems is fault tolerance.  Fault tol-

erance refers to the ability of a distributed system to function in the presence of the failure of one or more of

its components.  All of the load balancing architectures have implications for fault tolerance.  In many mis-

sion-critical systems, fault tolerance is a serious concern: transactions simply must always work.  On the

Web, it would be difficult to complete a client’s transaction if the server processing it crashed mid-transac-

tion, so we are content with a definition of fault tolerance that allows for the mid-transaction failure of a

server.  In most cases, this problem is manifested to the searcher as a server failure, and he will simply reload

the page.  In WebCrawler, fault tolerance came to mean that the failure of one (or several) servers should not

cause the service as a whole to fail. In particular, searchers should still be able to get answers to their queries,

despite a failure of several components.
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6.1.4  Workload and Capacity Planning

One of the operational aspects of WebCrawler was capacity planning. Because traffic was rising at

such a fantastic rate, adding hardware to the service was almost a monthly occurrence.  I used the degrada-

tion in response time, along with throughput estimates of the capability of each server, to determine when to

add new hardware and how much extra capacity was required.  Here, the mission of availability helped

greatly: some hardware was needed in reserve so the service could continue to operate at peak load even

with some failed components.  This buffer zone was useful for absorbing unanticipated peaks in load,

though it meant risking the fault tolerance of the system.

6.2  The First Service

The first service was simple: everything ran on one computer, no distribution was required.  All

HTTP requests to the service were handled by the Apache Web server [Apache 2000].  The server handled

requests for static content by accessing the file system for the content.  Search requests were initially han-

dled using Apache’s Common Gateway Interface (CGI), a method whereby the HTTP request is transferred

from the Apache process to a newly created process, as shown in Figure 6.1.  The CGI hand-off process

works well, but because it involves creating a process, it is relatively slow and expensive.

Because of this CGI overhead, the first modification I made was to remove the CGI and compile

the query functionality directly into Apache. This approach saved the overhead in creating the new process,

and also in opening the database each time in that process.  However, from an operational perspective, prob-

Figure 6.1: Architecture of the first service.  A CGI program was forked from one process of the Apache

HTTP server to handle each incoming query.  Requests for static HTML were served directly by Apache.
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lems (bugs) in Apache could affect the query processing, and vice versa, making the server less reliable.  The

quick solution to this reliability problem was to have the Apache processes restart themselves every 300

requests or so.

6.2.1  Fault Tolerance

With only one machine for the entire service, availability was a key concern.  When that one

machine was down, the service was unavailable.  At 300,000 queries per day, 10 minutes of downtime could

mean disappointing over 5000 people during the peak time of day.  Worse, the machine would generally fail

in such a way that searcher requests would take a minute to time out, causing an unfriendly pause in the

searcher’s use of WebCrawler. The problem was exacerbated because the machine would typically fail in a

way that required an operator to physically push the reset button (PCs cannot generally be reset from a

remote console).  To work around this problem, I built a simple circuit, described in Figure 6.2, that would

allow the reset button to be activated from another computer, facilitating remote resets of the server.

This hardware solution for availability was only so good, however.  Even with a program automat-

ically monitoring the server and resetting it, the delay introduced by the hung server would put the service

out of commission for at least 10 minutes, making many searchers unhappy.  Clearly, something more was

needed to improve availability.

6.2.2  Problems with the First Service

In addition to the availability problem mentioned above, the first service suffered from three other

problems.  First was that the increasing scale of the Web caused the size of the full-text index to grow dra-

matically in size.  There was a clear limit to the number of queries per second that one computer could han-

Figure 6.2: Rebooter circuit.  The controlling computer’s serial port is on the left, the server is on the right.
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dle; moreover, that number was getting lower as the size of the collection increased.  One obvious solution

to the problem was simply to buy a faster computer.  However, the rate of traffic growth was such that buy-

ing faster processors would not alone solve the problem.  Figure 6.3 shows the growth of WebCrawler traffic

from 1995 to 1997, growth that clearly outpaces the advances in processors predicted by Moore’s Law.

Second, and perhaps most surprising, was that early operating systems and drivers were not pre-

pared for the network load introduced by running a Web service.  Although the problem was most noticeable

when the machine was heavily loaded, problems could occur any time.  In WebCrawler’s case, the NEXT-

STEP Mach kernel needed several changes to withstand the repeated setup, use, and destruction of TCP con-

nections.  The most obvious problem was that the maximum number of TCP connections that could be

pending on a socket at any one time was limited in the kernel to five. Indeed, this problem was not unique to

NEXTSTEP.  Nearly every Unix implementation had this problem in 1994.  In all of those, this constant was

a compile-time constant whose purpose was to limit the maximum resource usage by incoming connections.

Unfortunately, this number did not scale with the capacity of the machine.  I also encountered several driver

and network buffering issues that the vendor helpfully fixed.

Figure 6.3: Growth of WebCrawler traffic, as queries per day, from 1994 to 1997.  Where daily data was

available (in 1995), daily variations appear because traffic patterns are different during each day of the week.
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Third, the early strategy to couple crawling and indexing with serving made expanding the service

difficult.  This problem stemmed from two aspects of the architecture: the tight coupling of components

meant that failures in one component caused a disruption for the others, and the load imposed by one would

affect the response time of the others.  Separating the components, as described in Chapter 5, helped solve

these problems by creating an environment dedicated to serving queries.  This action also set the stage for

replicating the serving environment.

6.3  The Second Service

To solve the problems with the first service, I upgraded the server to a larger and faster machine,

replicated the entire service on several equivalent machines, and moved the crawling and indexing to a sep-

arate set of servers.  The new Web server was a considerably more powerful 133Mhz Pentium PC, with

128MB of RAM.  Initially, I had three such servers. Over time, I increased that number to 10.  Otherwise,

the service remained the same as before: each machine contained a complete copy of the service and could

function in isolation, depending only on updates from the crawler and indexer.  Figure 6.4 shows the repli-

cated service.

Figure 6.4: The replicated service.  Each server had a copy of the index and could respond to any query.
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6.3.1  Load Balancing in the Second Service

Replicating the service on several machines was fine, but one key question remained: how would

the requests from users be distributed across the machines?

One option for distributing the requests was to create well-known mirrors of the site, and let users

choose the least loaded site.  This technique was widely used in the early days of the Web, particularly for

software download sites.  However, the problem with this approach is that it is visible to the users of the site:

they must select the closest, least loaded server by typing in the URL of a specific mirror.  How are they to

know what mirrors are available?  Considering this option led me to the important realization that Web-

Crawler should continue to be available on a single URL, and that single URL should be used for every

request.  Fundamentally, the searchers should not bear the burden of making a load balancing solution work.

DNS load balancing was one solution to this problem — and the first one I tried.  DNS load balanc-

ing works by infiltrating the hostname to IP address mapping and returning different IP addresses for one

name to different clients.  Thus, one client will get one answer, and a second client will get a different

answer.  The client, or the client’s name server, will cache that response for a time period called the time-to-

live (TTL), specific to that name.  In WebCrawler’s case, the hostname www.webcrawler.com (and web-

crawler.com itself) mapped to a list of 10 IP addresses, each corresponding to one of the 10 servers.  Each

client would get the same list of 10 IP addresses, ordered differently.  Since the clients generally used the

first IP address in the list, and since many clients were making requests, load was effectively balanced

among the servers.

This DNS load balancing technique is commonly called DNS Round Robin (DNS RR).  Most mod-

ern nameservers include the ability to do DNS RR; however, this technique was not widely available in

WebCrawler’s early days.  WebCrawler’s implementation of DNS balancing used a policy of random order-

ing: on each request, it would select a random IP address in the list, and exchange it with the first in the list.

A later implementation used straight DNS RR, but we reverted to a variant of the first algorithm because a

failing server would double the load on the server immediately behind it in the list.
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DNS load balancing works well in practice for WebCrawler because it has so many clients, and

each client makes only a few requests before moving on.  The DNS technique also works well on servers

that are geographically dispersed. We also used the DNS technique to take advantage of server location and

route requests to the closer servers: within the America Online (AOL) network, clients were sent to the set of

servers that were closest to them on the network.

6.3.2  Fault Tolerance in the Second Service

Fault tolerance in the second service was better than the first service, but still problematic.  The

machines would still fail occasionally; the rebooter circuits, coupled with automatic monitors, would restart

the failed machines without human intervention.  DNS provided the next step toward fault tolerance: inoper-

ative servers could simply be removed from the list of IP addresses returned by the DNS system, and new

clients would not see the failed server.  Furthermore, because the DNS system handed out several addresses

for WebCrawler, a browser that had cached the IP address of a failed server could automatically retry with

the next address in the list.

6.3.3  Problems with the Second Service

The second service shared many problems with the first, because the underlying implementation of

the service on each node was the same.  The new problems introduced in the second service were a direct

result of the DNS load balancing.

First, because the DNS system allows clients (and intermediate servers) to cache the results of a

lookup, clients may not discover that a server has been removed from the IP address list for a period of time

equal to the timeout associated with that particular name to IP address mapping.  In fact, this problem can be

worse when the client is behind an intermediate name server that has also cached the mapping: if the client

queries the intermediate server just before its mapping is set to time out, the client may not check for updates

for a period equal to twice the timeout.  Thus, if the timeout is 10 minutes, a searcher could be without

access for as long as 20 minutes.
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Second, load-balancing by DNS made balancing the traffic among the servers a sometimes difficult

task.  When the servers are identical and capable of handling similar loads, then the problem is relatively

straightforward and complicated only by the timeout problem.  However, if one server is capable of handling

more load than another, then the DNS system must give out the IP addresses in the right proportion.  To

solve this problem, we used two techniques.  In the first, we simply used a single address multiple times in

the list to increase the load sent to that server.  For instance, if we wanted to balance load between two serv-

ers, with one-third of the load going to the first, and two-thirds going to the second, we would put one entry

in the list for the first server, and two for the second.  The second strategy involved manipulating the timeout

values for each of the IP addresses in the list.  The rationale for this approach is that if the entries are uni-

formly returned in lookups, then those entries with the longer timeouts will tend to get used more than those

with the smaller timeouts.  In practice, this approach was not as accurate as the duplication method because

of an aging issue and variations in caching and client implementations.  The aging issue is simple: a searcher

is likely to use WebCrawler for a limited time, so an address with a long timeout will not be used in direct

proportion to an address with a shorter one.

A third difficulty in balancing load is that some intermediate name servers cache data for many cli-

ents, while some only retrieve data for one client.  This imbalance can be quite serious: America Online, for

instance, operates several nameservers on behalf of its millions of users.  To work around this problem with

AOL in particular, we installed the round-robin DNS software on the AOL nameservers.  However, this

option is not available to most Web services.

Fourth, other problems appeared because of incorrect DNS implementations in both clients and

servers.  One annoying problem was that several client implementations of DNS (resolvers) had a built-in

limit on the number of IP addresses that could be returned in response to a name lookup. When WebCrawler

responded with 10 (or more) addresses, these clients would crash resulting in an entirely unsatisfactory user

experience.  To work around this issue, I modified the name server to return a maximum of six addresses per

request.  Another problem was that some client implementations would ignore the timeout values, and use a

name to IP address mapping for as long as the client was running.  This led to some clients having persistent
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problems when servers were removed from the list, or worse, when all the server IP addresses were renum-

bered.

6.4  The Third Service

The third iteration of the service was a more radical change from the first two.  This generation

coincided with the deployment of the CPL-based retrieval system on large multiprocessors.  As such, it was

WebCrawler’s first departure from running on inexpensive commodity hardware.  The new systems were

Silicon Graphics (SGI) Challenge multiprocessors.  The basic architecture of the third service was simple:

unvarying static content would be handled by one set of servers, and the dynamic search results would be

served from the large multiprocessors.

This split was ideal: the large, expensive machines would be spared the simple work; they would

answer queries exclusively.  Meanwhile, the inexpensive commodity hardware would serve the easily repli-

cable static content.  The Apache server architecture remained the same: the information retrieval system

was compiled into the Apache server, and ran continuously on the query servers.  This architecture is shown

in Figure 6.5.

Unfortunately, this split architecture did not last long.  Within hours of its replacing the second ser-

vice, it was overwhelmed: it could not handle the load.  Such behavior was mystifying, because we had

tested the service under a load greater than the actual real-world one.  After debugging, we found that the

problem originated from many slow clients connecting to and tying up state on the query servers.  A client

that was slow in disconnecting from the server would tie up not only an Apache process, but also the entire

Figure 6.5: An architecture in which search results go directly to query servers.
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memory footprint of the information retrieval library. Since this was a significant size (tens of megabytes), it

did not take many slow clients to overwhelm the usable memory of a server.  These slow clients were simply

searchers that had connected with modems.  With a workload containing millions of such connections a day,

many of these were destined to  cause memory problems on the server.

Fundamentally, we had failed to realize that connection management was itself an important man-

agement function, and deserved consideration in the architecture.  To solve the problem, we quickly revised

the live services’ architecture to the one illustrated in Figure 6.6. This architecture introduced the distinction

between front-end (or user-facing) servers and back-end query servers.

In the new architecture, maintaining the HTTP connections with searchers’ browsers was consid-

ered a first-class problem deserving of its own set of machines.  We changed the function of the static con-

tent machines to be front ends that managed all connections with the users, including query requests.

Requests for static content were handled directly by the front ends, while query requests were handed off to

the query servers, or back-end servers, for further processing.  When the results were available, the query

servers passed them to the front ends who, in turn, passed them to the searcher.  In this case, the front ends

were acting as a reverse proxy for the query servers.

This change in architecture allowed the query servers to function at full speed.  No longer would a

query server process wait for a slow connection to time out: all the connections to the back end were well-

behaved local network connections from the front ends.  This architecture did, however, introduce some

overhead into the query process: a searcher’s request now had to be handled first by the front end, then

Figure 6.6: A modified architecture with query servers proxied by front-end servers.
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passed off to the back end.  For simplicity, we employed HTTP on top of TCP as the transport between the

front and back end.  The back ends generated all the HTML that was passed back to the user.

Although the front-end load balancing issues in this architecture remained the same as earlier ones,

this change did introduce a new problem: the front ends, in addition to being servers, were now clients of a

distributed set of query servers and were subject to some of the same problems that WebCrawler’s users

were.  I shall elaborate on these issues in this Chapter’s load balancing and fault tolerance sections.

Another important feature of the third service, to be discussed further in Section 6.4.2, is that it was

the first to be distributed among several locations.  One third of the service’s capacity was housed in a data

center in San Francisco, California, while two thirds were hosted in America Online’s data center in Reston,

Virginia.  This physical distribution, although problematic from a development and maintenance point of

view, was useful for availability: the failure of a single data center, though it would reduce the capacity of

the service, would not cause it to fail altogether.

6.4.1  Load Balancing in the Third Service

Because of some of the problems with DNS load balancing in the second service, we sought a new

implementation for the third service, the LocalDirector.  We also introduced a new problem: balancing the

query load originating with the front ends among the query servers.

6.4.1.1  Client Load Balancing

Because of the problems inherent in the DNS load balancing solution, we went looking for a new

solution.  We chose the Cisco LocalDirector [Cisco 2000a] as a way to get more precise control over the dis-

tribution of load among the front-end servers.  The LocalDirector is a hardware solution that acts as a single

point of contact for a service.  All TCP connections initially go to the LocalDirector, and the device subse-

quently fans them out to the front-end servers.  Because of its placement between the client and server, the

LocalDirector has direct control over the balancing of load among front-end servers.  Figure 6.7 shows a

description of the service with a LocalDirector.



77
The LocalDirector has several algorithms available for distributing this load.  One algorithm will

route requests to the server that is responding most quickly, while another uses simple round robin.  We

experimented with many of them, and chose the round-robin scheme in the end because it was the most sta-

ble.

In terms of its load-balancing potential, the LocalDirector’s per-connection balancing was no more

effective than the per-lookup balancing of DNS round-robin.  However, a combination of both is necessary

for good fault tolerance, as I shall describe in Section 6.4.2.

6.4.1.2  Back-end Communication

With the new architecture, WebCrawler also needed to balance load between the front ends and the

query servers.  In principle, this load-balancing problem was the same as that for the front ends: some num-

ber of clients were trying to balance their load across a smaller set of servers.  However, a number of factors

made this problem different.  First, the front and back ends shared a dedicated high-speed network (FDDI

and Fast Ethernet).  Second, both sets of machines were under the same administrative control.  Finally, the

pool of front ends was very small (approximately 20 servers), making DNS RR unlikely to work well in

practice.

Because of these differences, we used a custom load balancing solution. The front ends were con-

figured with a (changeable) list of back-end servers.  At run time, they randomly chose a server from that list

and sent the request to it.  Since there were hundreds of client processes per front end, and they were all per-

forming the same random calculation, the load was spread evenly across the back ends.

Figure 6.7: The LocalDirector directs a user’s connection to the appropriate front end.
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Another option would have been to use another LocalDirector.  However, using hardware where a

relatively trivial software solution would suffice seemed excessive.  Also, by implementing a custom soft-

ware solution, we could do a better job of achieving fault tolerance, as described in Section 6.4.2.

6.4.2  Fault Tolerance in the Third Service

The third service was the most advanced service from a fault-tolerant point of view.  Not only did it

protect against failures of individual nodes, but it did so in a way that resulted in a near immediate response

to problems.  Furthermore, the third service could tolerate the loss of a data center by redirecting load to the

other center.

For local fault tolerance, the LocalDirector was a big improvement over the DNS solution used in

the second service: it could drop a server immediately on detecting a problem.  Thus, the problem of search-

ers’ browsers caching stale address data is eliminated by the LocalDirector.  However, because the Local-

Director is a single component, its failure can bring down the entire service.  Fortunately, Cisco provides a

solution whereby a pair of LocalDirectors can be used in a hot standby situation, providing an immediate

solution in the case of failure.

A new element in the third service — geographic distribution among data centers — brought yet

another level of fault tolerance to the service.  Housing the service at a single geographic location means that

an event that affects that area, an earthquake for instance, has the potential to render the service running in

the data center inoperable.  Even if the data center itself remains intact, damage to the network, power, and

other infrastructure around the data center may make it useless.  Therefore, having a duplicate service at a

second location is prudent.

WebCrawler’s third service had two locations: San Francisco and Reston.  LocalDirectors were

used to provide load balancing and fault tolerance for the servers at each location, and DNS was used to pro-

vide those features across the two locations.  If one of the locations were to fail catastrophically, the DNS

would be modified to remove that location.
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In the case of the back-end communication, the third service’s fault tolerance was quite robust.  If a

front end noticed a communication failure to a back end, it simply marked that server down for some period

of time that depended on the exact nature of the failure.  This information was shared with other processes

on the same machine so it was more immediately available.  After noticing the failure, the front end would

simply try a different back end.  This way, if a back end was available, the front ends would eventually find

it and use it.  In practice, this mechanism worked so well that we did not need to perform any administration

to remove a back end from service: we simply turned off its  server or rebooted it and let the front ends

adjust automatically.  Finally, an important feature of this back-end fault tolerance was that clients did not

see failures in the back end, as long as one back end was available.  Thus, the service seemed more robust to

the searchers.

Such flexibility even extended to having a front end in one data center call a back end in a different

data center.  Although not desirable during times of heavy load, this capability proved to be an effective way

of handling the temporary failure of a back-end at one location.  In the event of a catastrophic failure of the

back ends at one location, this technique could also be used to handle the residual query traffic at that loca-

tion until the DNS timeouts had taken effect.

6.4.3  Problems with the Third Service

Despite its many improvements, the third service still had a few problems.

First, updating two different components of the service in synchrony to make a simple user-inter-

face change was difficult.  Because both the front ends and back ends controlled elements of the user inter-

face, they both needed to change to make a global interface change.  To address this problem, we moved

query-time HTML generation to the front ends, and altered the protocol between front and back ends to

transmit the query results in a compact binary form.  Thus, another important design distinction was born:

for consistency and ease of administration, the look-and-feel of the site was generated in one place — the

front end. 
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Second, the convenience of using HTTP as a transport between front and back ends was useful, but

not efficient.  HTTP’s overhead was small, but the overhead of setting up and tearing down a TCP connec-

tion for each query was simply wasteful.  Worse, the operating system of our front ends, SGI’s IRIX, had

been optimized as a Web server to handle many incoming connections, but had not yet been optimized for

the corresponding multitude of outgoing TCP connections required to get query results.  In the end, we

chose to keep the HTTP approach for simplicity’s sake and also because the query results were generally too

large to fit in a single packet.  However, we did get an updated operating system that could efficiently handle

outgoing connections as well as incoming ones.

Third, the LocalDirectors were not providing total fault tolerance: servers could fail at the applica-

tion level, fooling the LocalDirectors into thinking they were still providing useful data.  Early on, this hap-

pened if the HTTP server was not running on the front end: the LocalDirector would interpret a refused

connection as a valid server response.  Second, if a server was misconfigured and responded to every con-

nection with an HTTP 404 (object not found), the LocalDirector would continue to think that the server was

fine.  Cisco subsequently upgraded the LocalDirector to account for the first problem, but the second prob-

lem had to be handled at a higher level.

Finally, the cost of hardware in the third service was dramatically higher than that of the hardware

in the second service.  The costliest components, indeed the only ones that mattered from a cost perspective,

were the back-end query servers.  Not only were they more expensive than those of the previous service, but

they were more expensive on a cost per query basis as well.  Although we expected this because of the larger

index, we were not prepared for the cost of purchasing, and then maintaining, large mainframe computer

systems.  The maintenance costs showed up as higher component failure rates, higher component costs,

higher software costs, and more frequent attention from administrators.

6.5  Summary

In this chapter, I described WebCrawler’s service: that part of WebCrawler concerned with han-

dling requests from users.  The critical metrics in providing the service are response time and availability:
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degradations in each negatively affect the searcher’s experience.  WebCrawler employed a distributed archi-

tecture to meet the goals of scale and fault tolerance.  This architecture saw a growth of two orders of mag-

nitude in the number of requests without significant changes.

WebCrawler’s key contribution to distributed systems is to show that a reliable, scalable, and

responsive system can be built using simple techniques for handling distribution, load balancing, and fault

tolerance.
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Chapter 7

Contributions and Future Directions

With the relentless exponential growth of the World-Wide Web, tools for locating information have

become essential resources for nearly every Web user.  Moreover, the increasing growth and use of the Web

have created interesting challenges for the implementors of these tools and other high-volume Web sites.

WebCrawler was the first comprehensive full-text search engine deployed on the Web, and has continued

several years of explosive growth.  In this dissertation, I have described WebCrawler’s architecture, its evo-

lution from a simple system to a complex distributed system, and many of the problems encountered along

the way.

7.1  Contributions

In this dissertation, I have focused on five specific contributions to Computer Science.  In this sec-

tion, I shall summarize each contribution.

1. WebCrawler broke ground by being the first full-text search engine to broadly catalog the Web.  Other

engines that came before WebCrawler were useful, but were either not as comprehensive or more diffi-

cult to use.

The combination of full-text search and a broad, careful selection of documents from the Web made

WebCrawler a useful addition to the suite of Web tools.  Using a full-text approach, where both the title
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and the contents of a Web page are indexed together, proved to be an effective way of providing access

to documents.

2. WebCrawler introduced the concept of carefully choosing a subset of the Web to index, rather than

approaching that choice on a hit-or-miss basis.  Indexing the entire Web is difficult.  All search engines,

including WebCrawler, catalog a subset of the Web’s documents.  Although this approach makes scaling

the system much easier, it does create a new problem: how to select the subset.

WebCrawler accomplishes the task of selecting the subset by crawling a larger subset and using the

metadata from that crawl, along with several heuristics, to select a final subset.  This approach ensures

that the collection will contain a broad set of documents from many different sources.  It also provides

important metadata, such as link data, that can be used to improve the quality of search results.  Finally,

the fact that the crawler knows about many more documents than exist in the collection allows the

administrator to easily choose a new policy and build a new collection.

In contrast to other crawlers, WebCrawler uses a relational database to store metadata associated with

each page on the Web.  This approach allows the crawler to easily select documents that match the crite-

ria needed for certain operations, such as finding those whose contents need to be updated, selecting

those that should be included in the index, or generating a link database to enable more effective rank-

ing in the server.

3. WebCrawler raised IR to the level that naive users were easily able to find documents on the Web.  The

Web’s users are primarily naive and unsophisticated users.  Designing an information gathering experi-

ence that works for them was a new problem and had not been addressed by past information retrieval

research.  User interface, query format, and query specificity — all make a difference to the searcher’s

experience, and WebCrawler optimizes those for the naive user.

At first, WebCrawler employed a simple vector-space query model that required little of searchers other

than that they type as many words as possible that were relevant to their query.  The lack of a complex

query syntax made this an appropriate choice for users that had never been exposed to an information

retrieval system.  As the Web grew, the pure vector model became inadequate: query recall remained
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high, but precision fell as queries targeted unrelated documents.  Changing the system to allow the

searcher to issue boolean queries that included phrases made a significant impact on precision, but at the

cost of creating a more complex user experience: to get great results, searchers now had to master a

more complex query language.  For those searchers that did not learn the new syntax (or chose not to

use it), we developed a new ranking scheme that used link information to move more relevant docu-

ments closer to the top of the results.

Presentation is as important or, perhaps, more important to the searcher’s experience than is the under-

lying query model.  Providing the searcher with a simple, unassuming query page made a big differ-

ence.  WebCrawler’s query page was a simple query box with, at most, one pop-up menu and a search

button.  On the results page, we strove to present results in a simple format that could be easily under-

stood by the user.  Early on, we found that some searchers liked to see more information about the con-

tents of documents, while some liked the titles-only presentation.  More recently, we implemented

shortcuts, a method for surfacing targeted content about the query in cases where such content was

available.

4. WebCrawler creates a more useful relevance ranking by combining traditional full-text methods with

metadata found on the Web.  The results produced by information retrieval are generally ordered on the

basis of the relevance of those results to the searcher’s query.  WebCrawler takes advantage of addi-

tional information, including the structure of the Web, to improve the relevance ranking.

The Web is more than just a set of documents.  It also contains a wealth of information about the docu-

ments themselves.  WebCrawler used this information to augment the information traditionally used in a

full-text setting.  In particular, WebCrawler used inbound link information to refine result ranking.  The

rationale for this approach is simple: many queries, especially one-word queries, result in a set of results

whose ranking, at least on a small-scale, is meaningless.  To the extent that query results exhibit this

quality, applying an external ranking based on other aspects of document relevance can make a big dif-

ference in the perceived quality of the results.  In WebCrawler’s case, I knew little about the relevance

of a document except what was expressed in the query; so I fell back on an estimate of the document’s
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overall quality: the number of inbound links to a document.  Because the Web contains many docu-

ments whose quality is suspect, surfacing those that are known to be good is one way of improving

search results.  Of course, this approach is dangerous, because the quality measure is only one interpre-

tation and may not have any bearing on what the searcher wanted.

The external ranking approach can also be used in the future when more is known about the searcher

and his search context.  For instance, if the searcher was known to be a resident of San Francisco, a

query such as take-out pizza might be augmented by an external ranking that contained San Francisco,

CA.

5. WebCrawler takes a simple approach to achieving scale, load-balancing, and fault tolerance that is less

complex than the approach that is predicted by the literature.  Ironically, WebCrawler’s biggest contri-

bution to the area of distributed systems was to determine that much of the previous work did not help

to build a scalable, fault-tolerant service.  WebCrawler’s constraints as a large system running on com-

mercial hardware in a 24x7 environment made using these ideas difficult.  WebCrawler is implemented

using a simple fault-tolerant method that also simplifies growth.

Multiple servers are used to handle the aggregate load and improve fault tolerance.  These servers are

dedicated to specific tasks, each with specific hardware and software requirements: front-end servers

handle connections and serve static content; back-end servers handle proxied queries from the front-end

servers; crawling and indexing servers are dedicated to a separate set of hardware.  Effective low-over-

head load balancing is achieved by using a combination of connection multiplexing (LocalDirector) and

service location (DNS round-robin).  Where servers interact to handle a request, the interfaces among

them are kept simple and stateless.  This approach allows the system as a whole to easily survive fail-

ures of some of its constituent parts: as long as enough computing hardware remains operational to han-

dle the workload, the system will continue to operate perfectly.
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7.2  Future Directions

The future of search engines is bright.  As the Web continues to expand and increasing numbers of

users begin to use it, the role of search tools will become even more important.  At the same time, the search

engine’s job will become more difficult, resulting in many opportunities for research and development.

These challenges can be broken up into four main areas: user experience, algorithms for high-volume infor-

mation retrieval, searching more than the Web, and high-volume service architecture.

7.2.1  User Experience

The user model that WebCrawler adopted — the single search box and simplified results — will be

the foundation of searching for some time to come.  However, different user models have already appeared,

and these will continue to evolve to meet the ever-changing demands of the Web and its searchers.  One new

model of search, embodied in Alexa Internet’s “What’s Related” feature, allows the searcher to go to a Web

page and invoke a menu in the browser to find related Web sites [Alexa 2000].  Another model uses conven-

tional search input interface, but allows the navigation of results in a three-dimensional graphic depiction of

the results [Extreme 2000].  A third service, GroupFire, uses layered searches of community resources and

the entire Web to obtain more focused and potentially relevant results.  Putting the user in the context of a

self-chosen community is a good way to implicitly obtain more information about a particular search and

deliver better results [GroupFire 2000].  These solutions are emblematic of the variation that is beginning to

occur in search engines.  The future will need to bring a much richer variety of user interfaces to capture the

way different people search and interpret results.

In addition to the different styles of searching, user models of the future should make better use of

the interactivity possible with high-bandwidth connections to the Web.  As these kinds of connections prolif-

erate in the home, low-latency access to the information is possible.  Real-time navigation of information

spaces, with immediate feedback on user actions, should be possible soon.
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7.2.2  Algorithms for High-Volume Information Retrieval

Given the ever-increasing size of search engine databases, serving answers to queries using con-

ventional IR models is, in some sense, the greatest challenge search engines face.  Maintaining the collection

and indexing the large volume of information is difficult, but providing timely answers from such a collec-

tion is even more difficult.  Developing algorithms for quickly answering queries from large collections will

become crucial, particularly when those algorithms preserve, or even improve on, the precision and recall of

current systems.

Working outside the conventional IR models is also increasingly important.  As I mentioned in

Chapter 2, several systems are already using completely different relevance ranking models than do conven-

tional IR systems.  The use of these models will only accelerate as traffic and collection sizes increase

7.2.3  Searching More than the Web

As the Web evolves, one of the most significant changes has been the expansion of content avail-

able from previously off-Web collections.  An increasing number of sites offer access to such information

not by traditional embedded links, but through a query or other dynamic user interface element.  Electronic

commerce sites are a good example: a Web site may detail tens of thousands of products whose descriptions

are only available through a search interface.  Content available behind such interfaces is unavailable to tra-

ditional search engines unless links are found to the content somewhere on the Web.  Some search engines

are starting to index this content by obtaining feeds of data directly from the sites that have it.  The Extensi-

ble Markup Language (XML), promises to make such exchanges easier, but manual intervention will still be

required in most cases because the semantics of the data varies across applications.  Furthermore, because

these efforts are usually dependent on business relationships, they do not assure any kind of uniform cover-

age.  WebCrawler’s shortcuts feature is one step in this direction but more work is needed to ensure a com-

prehensive user experience.

The proliferation of different media types further complicates this issue.  No longer is meaningful

Web content found solely in text or HTML format; audio, video, and animated formats are not only becom-
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ing more popular, but are often legitimate results to a particular search.  Finding such content with the search

methods described in this dissertation is difficult, because it cannot be digested in text-based form.  Several

search engines have multimedia searches, but these do not provide a very rich query model and are often

limited strictly to file names [Excite 2000].

7.2.4  High-Volume Service Administration

Finally, the task of high-volume Web serving deserves much attention.  Currently, most high-vol-

ume operations devote significant computational and human resources to managing a complex Web service.

Distributed systems that can support a variety of applications in a fault-tolerant manner are crucial.  Though

these systems exist today, they are neither inexpensive nor easy to administer.  Focusing research efforts on

software systems that can combine inexpensive hardware in a distributed network, particularly with low

administration overhead, will be important.  For instance, nodes should be self-configuring when they join

the system, and the system should adapt to their failure.  In this way, the administration overhead of the sys-

tem is reduced and is based more on the initial engineering of the system.

Of course, the rapidly evolving usage and business models of Web services provide a difficult tar-

get on which to settle a particular service architecture.  So whatever solutions arise, they must be flexible

and take into account that the applications may change frequently.

7.3  Summary

WebCrawler’s development marked the beginning of a race to provide useful navigation services to

the Web’s users.  The profound growth of the service, and the Web as a whole, has provided an environment

in which we have been able to learn a lot about developing great Web services.  However, the lessons

described here only provide the foundation for new ideas as we move forward.  Seven years into the devel-

opment of the Web, the pace of change continues to accelerate.
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